8th Generation Intel® Processor
Family for S-Processor Platforms

Datasheet, Volume 1 of 2

October 2017

Revision 001

Document Number: 336464-001



You may not use or facilitate the use of this document in connection with any infringement or other legal analysis concerning Intel
products described herein. You agree to grant Intel a non-exclusive, royalty-free license to any patent claim thereafter drafted
which includes subject matter disclosed herein.

No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this document.

Intel technologies' features and benefits depend on system configuration and may require enabled hardware, software or service
activation. Performance varies depending on system configuration. No computer system can be absolutely secure. Check with
your system manufacturer or retailer or learn more at intel.com.

Intel technologies may require enabled hardware, specific software, or services activation. Check with your system manufacturer
or retailer.

The products described may contain design defects or errors known as errata which may cause the product to deviate from
published specifications. Current characterized errata are available on request.

Intel disclaims all express and implied warranties, including without limitation, the implied warranties of merchantability, fitness for
a particular purpose, and non-infringement, as well as any warranty arising from course of performance, course of dealing, or
usage in trade.

All information provided here is subject to change without notice. Contact your Intel representative to obtain the latest Intel
product specifications and roadmaps

Copies of documents which have an order number and are referenced in this document may be obtained by calling 1-800-548-
4725 or visit www.intel.com/design/literature.htm. No computer system can be absolutely secure.

Intel, Intel Core, Intel SpeedStep, Intel VTune, and the Intel logo are trademarks of Intel Corporation in the U.S. and/or other
countries.

*Other names and brands may be claimed as the property of others.
Copyright © 2017, Intel Corporation. All rights reserved.

2 Datasheet, Volume 1 of 2


http://www.intel.com/design/literature.htm

Contents

1 INtrodUuCHiON ... 10
3 A Y8 o7 Yo ] n w=Te B Yol al g Yo Lo o | [T PP 12
1.2 Power Management SUPPOIt ....ueii it e e e e s 12

1.2.1 Processor Core Power Management. ... ..o.oieiiieiiiiiiiirie e ree s 12

1.2.2 System Power Management ... ..o 13

1.2.3 Memory Controller Power Management.......coovviieiiiiiiiiie i nees 13

1.2.4 Processor Graphics Power Management.....coccvieiiiiiiiiiiiiii e 13
1.2.4.1 Memory Power Savings Technologies.........cccoviiiiiiiiiiii i 13

1.2.4.2 Display Power Savings Technologies...........ccvviiiiiiiiiiiinii e 13

1.2.4.3 Graphics Core Power Savings Technologies...........cveviiiiiiiiiiinnnnnns. 13

1.3 Thermal Management SUPPOMT .ot e e e e e e aeanans 14
3 S o Tol &= [ [ 8] ] 0 1o ] o e PP 14
1.5  Ballout Information . .cuoe i e s e e 14
1.6 Processor Testability .....couiieiiiiiii e 14
8 A = o 0 11 o] (oo PP 14
IR B = = t=Ta I Lo Yol U] 1= o | = PPN 16

2 TN aCES. ... e 18

2.1 System Memory INTEI acte .ot i e 18

2.1.1 System Memory Technology Supported ........c.cooviiiiiiiiiii e 18
2.1.1.1 DDR4 Supported Memory Modules and DevViCeS..........coevvevieininnnens 19

2.1.2  System Memory Timing SUPPOt.....coiiiiiiiiiii e 20
2.1.3 System Memory Organization MOdES.......cvveiriiriiiiiiiiiiii i reaeeaeeaeeas 20
2.1.4  System MemoOry FreQUeENCY . ittt ittt it i e et e e e e anee s aneeeanneeanneann 22
2.1.5 Technology Enhancements of Intel® Fast Memory Access (Intel® FMA).......... 22
2.1.6  Data SCrambling ..couoieiiii i e 22
2.1.7 DDR I/O INterl@aVing ..ouieiiiiiiiii i e e 23
2.1.8  Data SWapPiNg .ouiueiiiniiiiieiii e 24
2.1.9 DRAM ClOCK GENEIAtION. . .ttt ettt ie e s et rae e aae e e raeanaananennes 24
2.1.10 DRAM Reference Voltage Generation.......ccvivviiiiiiiiiniiiii i naeneenenneens 24
2.1.11 Data SWIZZIiNg vt 24
2.2 PCI Express* Graphics Interface (PEG).....cciiiiiiiiiiiiiii e 24
2.2.1  PCI EXPress™® SUPPOIT «.uieiie ittt et e e e e e s e s e aneness 24
2.2.2  PCI EXPress* ArChit@CUIE .....ceiuiiii it eeaeas 26
2.2.3 PCI Express* Configuration Mechanism .......cccvviiiiiiiiiiiii i neeeees 27
2.2.4 PCI Express* Equalization Methodology ......ccocviviiiiiiiiiiiii e 27
2.3 Direct Media Interface (DMI) . it i e aaea 28
2.3.1 DMI Lane Reversal and Polarity INVErsion .........cooviiiiiiiiiiiiiiiieneieeeee 28
B2 T 1 = o /o ] ol [ ) PP 29
2.3.3  DMI LINK DOWN 1 iutiitiiitiieit ettt e e e e et et s e e e e e e et e e aa e an e e eaeaneean 29
2.4 ProCESSOI GraPhiCS oottt it e i e e 30
2.4.1 Operating Systems SUPPOIT ...viiiiiii i s 30
2.4.2  API SUPPOrt (WindoWSs™ ) uuiiiiiiiiii i i e e e e aaneans 30
2.4.3 Media Support (Intel® QuickSync & Clear Video Technology HD)..........evvvnn.. 31
2.4.3.1 Hardware Accelerated Video Decode........covviviiiiiiiiiiiiiiieiieinenens 31

2.4.3.2 Hardware Accelerated Video ENCOAE ........cvvviiiiiiiiiniiiiiiiieniiieeeees 32

2.4.3.3 Hardware Accelerated Video ProCessing ......cccviviiviiiiiiiiiiinniinnnnens 32

2.4.3.4 Hardware Accelerated TransSCOdiNg ......ccevviiiiiiiiiiiiiiiiieieieeaeraenens 33

2.4.4 Switchable/Hybrid Graphics ........ooviiiiiiiii e 33
2.4.5 Gen 9 LP Video ANAlYtiCS ..cuiuiiieiiiiie it e e 34
2.4.6 Gen 9 LP (9th Generation Low Power) Block Diagram .........ccvoviviiviiiininninnnnns 35

Datasheet, Volume 1 of 2 3



ntel.

2.4.7 GT2 GraphiC FreQUENCY . .ouuiiiiiiitii et e e e e e e e aans 35
P T B T[] o] F= AV (g o< o =T PP 36
2T R D15 ) B @TeT o (s 8T o= o] o I PP 36
2.5.2  @DP* BifUrCation .uuii i e 37
2.5.3 Display TeChNOIOGIES . uuuiiiii it e e e anes 37
2.5.4 DS Play POrt® i e e 40
2.5.5 High-Definition Multimedia Interface (HDMI*)......cocoiiiiiiiiiiiiiiieieeans 40
2.5.6 Digital Video Interface (DVI) ..oouiiiiiiiiii i e e 41
2.5.7 embedded DisplayPort* (€DP*) ... 41
2.5.8 Integrated AUIO .. .ciiiiiiiiiii e 41
2.5.9 Multiple Display Configurations (Dual Channel DDR) ......cceviiiiiiiiiiiiiniiiniennns 42
2.5.10 Multiple Display Configurations (Single Channel DDR)......cccvvvviiiiiiiiiiiiiinennen 43
2.5.11 High-bandwidth Digital Content Protection (HDCP) .......cccoviiiiiiiiiiiiiiiieens 43
2.5.12 Display Link Data Rate SUPPOIT ....c.ieiiiiiiiii e 44
2.5.13 Display Bit Per Pixel (BPP) SUPPOIt....couiuiiiiieiiiiie it na e 45
2.5.14 Display Resolution per Link Width .....ccoiiiiiiiiiiicci e 45
2.6  Platform Environmental Control Interface (PECI) .....civiiiiiiiiiiiii i i eae e 45
2.6.1 PECI BUS ArChitCiUME. ..ttt s e e raeeas 45
L= 2 o1 e« == 48
3.1 Intel® Virtualization Technology (INtel® VT) . ...coiiviiiiiiiiiiiiieeee e e e ee e 48
3.1.1  Intel® V|rtuaI|zat|on Technology (Intel® VT) for IA-32, Intel® 64 and Intel®
ArChiteCture (INTEI® VToX) o uun oo eeieeee et e et e et e e e e e et e e e e e e aeeeeeeeeenans 48
3.1.2 Intel® Virtualization Technology (Intel® VT) for Directed I/0 (Intel® VT-d).....
G I Y < ol N o VA =Tl g g o [ 1= PP 53
3.2.1 Intel® Trusted Execution Technology (INtel® TXT) ....cceevvviiiiirreeivvirieeee e, 53
3.2.2 Intel® Advanced Encryption Standard New Instructions (Intel® AES-NI)......... 54
3.2.3 PCLMULQDQ (Perform Carry-Less Multiplication Quad word) Instruction......... 54
3.2.4  INtEI® SECUIME KBY . .eiteeeeee e e e ettt ettt e e ettt et e e e et e e e e e et e e e e e eeaanns 54
3.2.5 Execute Disable Bil .....cciiiiiiiiiiiii i e 55
3.2.6 Boot Guard TeChNOIOgY ...cc.iieiiiiiiiii e 55
3.2.7 Intel® Supervisor Mode Execution Protection (SMEP) .......ccccvviiiiiiiiiiiiinnnn, 55
3.2.8 Intel® Supervisor Mode Access Protection (SMAP) ....................................... 55
3.2.9 Intel® Memory Protection Extensions (INtel® MPX).....ooeieeereeiieeieeiiiieieeeennnns 56
3.2.10 Intel® Software Guard Extensions (INteI® SGX) .....uuuvieeieeereieiieeeeerieereereennns 56
3.2.11 Intel® Virtualization Technology (Intel® VT) for Directed I/0 (Intel® VT-d).....
3.3 Power and Performance TeChnolOgies .......ccoviuiiiiiiiii e 57
3.3.1 Intel® Hyper-Threading Technology (Intel® HT Technology) ........cceeeeeeeeernnnn. 57
3.3.2  Intel® Turbo Boost TEChNOIOGY 2.0 .uuuuuuieiieeeeeeeieieeeeeeeririree e e e e e e e eeeeeeeas 57
3.3.2.1 Intel® Turbo Boost Technology 2.0 FrequenCy .....c.ccvvvivviiiiniieinennnss 58
3.3.3 Intel® Advanced Vector Extensions 2 (INtel® AVX2) ...ooviveiveiiieeiieiieeeeeeeinnns 58
3.3.4  Intel® 64 ArchiteCture X2APIC ......uuvvurrrreieeeeeeeeeeeeieeeeeseaeeiriseeseeeeeeeeeees 59
3.3.5 Power Aware Interrupt Routing (PAIR) ....cuoiiiiiiiii e 60
3.3.6 Intel® Transactional Synchronization Extensions (Intel® TSX-NI) ........ccceu..... 60
G S 7= o TU o B ' =Te! o g Vo] (oo | 1= PP 60
3.4.1  INtEI® ProCeSSOr TIACE ....coiiiiiiiiiiiiteitieeee e e e e e e e e e e e e e et e e e et bbb s e e e e eeeeeaes 60
Power Managem Nt ... ..o e 61
4.1 Advanced Configuration and Power Interface (ACPI) States Supported...................... 63
4.2  Processor IA Core Power Management .......oiuiieiiiiiiiii e 65
4.2.1 OS/HW controlled P-states .....cciiiiiiii i i i 65
4.2.1.1 Enhanced Intel® SpeedStep® Technology ......ccoeeeeeeveieiiiiviiiiiiiianes 65
4.2.1.2 Intel® Speed Shift TechnNOlOgy «iviveiiiii e 66
4.2.2 Low-Power Idle States......civiiiiiiiiiiiii 66
4.2.3 Requesting Low-Power Idle States .....ccvviriiiiiiiiiii i 67
4.2.4 Processor IA Core C-State RUIES ......ccoviiiiiiiiii e 67

Datasheet, Volume 1 of 2



4.2.5 Package C-States ...oiiriiiiiiiii e 69

4.2.6 Package C-States and Display ReSOIUtIONS ........ccciviiiiiiiiiiiiii e 72

4.3 Integrated Memory Controller (IMC) Power Management ........c.cooeieiuiniiieinnnneiennanns 72

4.3.1 Disabling Unused System Memory OULPUES .....ccovviviiiiiiiiiiiiiiineie e 72

4.3.2 DRAM Power Management and Initialization .........ccooiiiiiiiiiiiici e 73

4.3.2.1 Initialization Role of CKE........ciiiviiiiiiii e 74

4.3.2.2 Conditional Self-Refresh.......ccocviiiiiiii 74

4.3.2.3 Dynamic POWEI-DOWN. ...ttt i i e 75

4.3.2.4 DRAM I/O Power Management....cuoiviiiiiiiiiii i i eae e neenes 75

4.3.3 DDR Electrical Power Gating (EPG) ...couviviiiiiiiiiiiiini e e 75

LG T S o )= g I = oY1 o Ve P 75

4.4  PCI Express* Power Management ......cciuiuiiiieitiee e aneeeeasneee e saseeaesnseanraananens 76

4.5 Direct Media Interface (DMI) Power Management . ...cvvvvieiieiiiniiiieninniiesennaneaennans 76

4.6  Processor Graphics Power Management .. ..o.uie i iiieiie it se e e aeneaeanans 76

4.6.1 Memory Power Savings Technologies .......ccoviiiiiiiiiiiiiiic e 76

4.6.1.1 Intel® Rapid Memory Power Management (®ntel® RMPM) .....vvvnnnn... 76

4.6.1.2 Intel® Smart 2D Display Technology (Intel® S2DDT)............ovvveeee. 76

4.6.2 Display Power Savmgs TechnNOlOgies ..vuviriiii i e 77
4.6.2.1 Intel® (Seamless & Static) Display Refresh Rate Switching

(DRRS) WIth @DP* POrt .. e 77

4.6.2.2 Intel® Automatic Display Brightness.........ccceevrvrvrrererrrririniiieeeenns 77

4.6.2.3 SmMOOth Brightness. . ..cviiiiiiiii i 77

4.6.2.4 Intel® Dispiay Power Saving Technology (Intel® DPST) 6.0 ............ 77

4.6.2.5 Panel Self-Refresh 2 (PSR 2) ..cviiiiiiii e 78

4.6.2.6 Low-Power Single Pipe (LPSP) ..iviiiiiiiiiiiiiii i e 78

4.6.3 Processor Graphics Core Power Savings Technologi€s.........ccoveviiviiiviiiinnnnnn. 78

4.6.3.1 Intel® Graphics Dynamic FreqQUENCY .....ccvvviiiiiiiiie i iene e 78

4.6.3.2 Intel® Graphics Render Standby Technology (Intel® GRST)............ 78

4.6.3.3 Dynamic FPS (DFPS) ..ottt it e 79

4.7  Voltage Optimization. ....c.iiiii i e 79

5 Thermal ManagemeEnt ... ... i e e e 80

5.1  Processor Thermal Management .......coouiiiiiiiiiiiii e 80

5.1.1 Thermal Considerations. ... ...ccociuiuiiii it eens 80

5.1.2 Intel® Turbo Boost Technology 2.0 Power MONItOriNG ....eee.eeeeeeeeeerereeeeeerannnns 81

5.1.3 Intel® Turbo Boost Technology 2.0 Power CONtrol............cevvvvvvervrvreenniesennnns 81

5.1.3.1 Package Power Control .....couieiiiiiiiiii i e aaea 81

5.1.3.2 Platform Power Control.......ccccviiiiiiii e 82

5.1.3.3 Turbo Time Parameter (TaU) ...covviiiiiiiiiiii it i eaeas 83

5.1.4 Configurable TDP (cTDP) and Low-Power Mode.........ccviviiiiiiiniiiiiineinineinenens 83

5.1.4.1 Configurable TDP ......coiiiiiiiiiiiii e 83

5.1.4.2 LOW-POWEN MOE ..viiriiiiiiii it e e e e e s e snennernens 84

5.1.5 Thermal Management FEatUres .........cooiiiiiiiiiiii e eens 84

5.1.5.1 Adaptive Thermal Monitor .....cccoviiiiiiiii e 85

5.1.5.2 Digital Thermal SEeNSOr ....cciiiiiiiii i aeeas 87

5.1.5.3 PROCHOT# Signal..ccuiuiuiiieieiiieae e re e e e e aeeeneees 88

5.1.5.4 Bi-Directional PROCHOT# ....cciuiiiiiiiiiiiiinii e 88

5.1.5.5 Voltage Regulator Protection using PROCHOT# ......c.ccvviviiiiiniinnnnnens 88

5.1.5.6 Thermal Solution Design and PROCHOT# Behavior........................ 89

5.1.5.7 Low-Power States and PROCHOT# Behavior.........ccevvviiiniiiiiinnnnens 89

5.1.5.8 THERMTRIP# Signal ....cviiiiiiiiiniiiiiii e 89

5.1.5.9 Critical Temperature Detection .......ccviiiiiiiiiiii e aeens 89

5.1.5.10 On-Demand MOAE.........iuiieiiiiiie it e e e e e e e 89

5.1.5.11 MSR Based On-Demand Mode..........cccovriiiiiiiiiiinin e 90

5.1.5.12 I/O Emulation-Based On-Demand Mode ...........ccviviiiiiiiiiiiinineinnnnns 90

5.1.6  Intel® Memory Thermal Management.........uuueeeeeeeeeeeeeeeeeeeeeeeeersssrnnnnanenns 90

5.2 All-Processor Line Thermal and Power Specifications ..........c.ccoiiiiiiiiiiiiiiiien 91

Datasheet, Volume 1 of 2 5



intel.

5.3  S-Processor Line Thermal and Power Specifications .........ccoooviiiiiiiiiiiiceee 92

5.3.1 Thermal Profile for PCG 2015D ProCESSOr . .uiuiiriieiieiiiisiiteie it iseiseaeenernennanens 93

5.3.2 Thermal Profile for PCG 2015C ProCeSSOr «..ivviuiiiiiiieiit i eiisaneiieeeneaneaeenenes 94

5.3.3 Thermal Profile for PCG 2015B ProCeSSOr ....uvviiiiriiiiitiiiiiniiesieeenaeaeaeenenes 95

5.3.4  Thermal Metrology «.oiieiii it a e e te e e e e raeanns 97

5.3.5 Fan Speed Control Scheme with Digital Thermal Sensor (DTS) 1.1 ................ 97

5.3.6 Fan Speed Control Scheme with Digital Thermal Sensor (DTS) 2.0 ................ 99

6 SigNal DESCHIPLION ... .o 100

6.1  System Memory INterface ..cu i e 100

6.2  PCI Express* Graphics (PEG) SignalS.....ccvviiiiiiiiiiieiiiiii i esrsesnesnensnnanens 102

6.3 Direct Media Interface (DMI) Signals ....c.civiiiiiiiiiiiii i aaaaeas 102

6.4 Reset and Miscellaneous Signals ...cicuiiiiiiii i e e 103

6.5 embedded DisplayPort* (eDP*) SignalS.......cciiieiiiiiiiiiii i 103

6.6 Display Interface Signals ......ooieiiiiiiii e 104

6.7  Processor CloCKING SIgNaAlS ......ouiueiuiiiiie it re e 104

6.8  Testability Signals....ice i e 105

6.9  Error and Thermal Protection Signals.....c.ccoiiiiiiiiiii i e e 105

6.10 Power SequeNnCiNg SigNalS. . .ciuiiiiii i i e e e 106

6.11  ProCeSSOr POWEE RailS...uuiuiiieiiiiie i et e s n e a e rne e e an e e e e nrernnanns 107

6.12 Ground, Reserved and Non-Critical to Function (NCTF) Signals.........ccocovvviiieiiennnn. 108

6.13 Processor Internal Pull-Up / Pull-Down Terminations........c.ccoooiiiiiiiiiiiiiniiieneeeeane 108

7 Electrical Specifications ... e 109

7.1 ProCessOr POWEE RailS.....iuiiuiiiiiiiiii i s et e et e e e e e e neas 109

7.1.1  Power and Ground PinNS.......ociiiiiiiiiiiiin i 109

7.1.2 V¢ Voltage Identification (VID).....ooviveiiiiiiiiiiiii e 109

/2 O | O Y o 1= Tel ) or= 1 o [0 o =P 110

7.2.1 Processor Power Rails DC Specifications ........ccoeiiieiiiiiiiiiiin e 110

7.2.1.1 Ve DC SpeCificationS .. .ciiuiii i i s 110

7.2.1.2 Vccgr DC Specifications.....cvviviiiiiiiiii 111

7.2.1.3 VDDQ DC SpecCifications .......coviieiiiiiiiiiii e 112

7.2.1.4 VccSA DC SpecCifiCations .ouviiiiiiiiiii i e 113

7.2.1.5 VccIO DC SpecifiCations ...ivvviiiiiiiiiiiiinie e e e 113

7.2.1.6 VccST DC Specifications .....covviiiiiiiiiiiiiii e 114

7.2.1.7 VccPLL DC Specifications ...c.viiiiiiiiiic e 114

7.2.2 Processor Interfaces DC Specifications......coviiiiiiiiiiiiiiiiic i 115

7.2.2.1 DDR4 DC SpecCifiCalionS.....ccviviiiiiiiiiii e e 115

7.2.2.2 PCI Express* Graphics (PEG) DC Specifications ...........c.cvviennnnn. 116

7.2.2.3 Digital Display Interface (DDI) DC Specifications ...........ccoeevvvnnnnn. 116

7.2.2.4 embedded DisplayPort* (eDP*) DC Specification...............ccvvvvnnen. 117

7.2.2.5 CMOS DC SpecCifications ......oviviieiiiiiiiii e e s 117

7.2.2.6 GTL and OD DC Specifications.......cccviiiiiiiiiiiiiiiiiicii e 117

7.2.2.7 PECI DC CharacteristiCS. .cuiuuieiiiiiiiiiii i nenaaneeaeeees 118

8 Package Mechanical Specifications..................coiiiiiiii 120

8.1 Package Mechanical AttribULES ... 120

8.2 Package Storage SpecCifiCatioNS ... ...ciu i 120

9 Processor Ball Information ... 122

1o T R = ¥ 1 I T o 122

1S TR A = - 1 | I N 1= ol o T PN 125
Figures

1-1  S-Processor Line Platform ..o s v 11

2-1  Intel® Flex Memory Technology OPerations ..........ceeeeeeeeeeeeeeeeerererrssssssisieaseaeeaeeaeeeeenss 21

6 Datasheet, Volume 1 of 2



2-2 Interleave (IL) and Non-Interleave (NIL) Modes Mapping......ccvcvieiiieiieiinniierieiineaeanns 24
2-3 PCI Express* Related Register Structures in the ProCessor......ocvviiiiiiiiiiiiiiiiiiinaneanens 27
2-4 Example for DMI Lane Reversal CONNECLION .....ouieieieiiiiiie et e e e e e ae e 29
2-5 Video Analytics CoOmMMON USE CaSES .uuiiuiiitiiitiiteiteitt ittt atetiteaesate it aaneeteaseaneeaterneenneans 34
2-6  GEN 9 LP BlOCK Diagram . .u st iisite sttt st e rae et a s e s e e te st e aaesn e an e e aneaneaareranaaneans 35
2-7 Processor Display Architecture (with 3 DDI ports as an example)......cooveviiiiiiiiiiiiiinnnne, 39
2-8  DiSPlayPort® OVEIVIEW ...uiuiiiiiiiiti it et a e e e e e e e arans 40
B2 R o 1 T\ B @ V7= Y P 41
2-10 Example for PECI Host-Clients CONNECHION ...cuuuieiiie i e e e e e e 46
2-11 Example for PECI EC CONNECLION ..iitiiiiiii i ittt e et e et e r e s ae e aa e e e a e reaanens 47
3-1 Device to Domain Mapping StrUCTUINES ....iviiiiiii i e s nseans 51
4-1  ProCESSOr POWEE StateS .. .uiiuiiiiiiiiii i e et 62
4-2  Processor Package and IA Core C-States ....c.iiviiiiiiiiiiiii e 63
4-3 Idle Power Management Breakdown of the Processor IA COres .....ccvveviiriiriiieinnernesnnennens 66
4-4 Package C-State Entry and EXit.....coeiiiiiiiiii e 70
5-1  Package POWeEr CONTrOl. ...ttt e ettt e e e e e e et et s e e e et e a e e e e e araneannaneanans 82
5-2 Thermal Test Vehicle Thermal Profile for PCG 2015D ProCesSOr.....ccvviriiiiiineniiiniieinenenns 93
5-3 Thermal Test Vehicle Thermal Profile for PCG 2015C ProCessOr......cvovvviiiiiiiiiiiinieinennnns 94
5-4 Thermal Test Vehicle Thermal Profile for PCG 2015B ProCeSSOr....ccvvvviiiieeiieinneinnernennnnnns 95
5-5 Thermal Test Vehicle (TTV) Case Temperature (TCASE) Measurement Location .............. 97
5-6 Digital Thermal Sensor (DTS) 1.1 Definition POINtS.......coiiiiiiiiii e 98
5-7 Digital Thermal Sensor (DTS) 2.0 Definition POINES......ccviiiiiiiiiiiiiiii i 99
7-1  INPUL DeVICE HY S oSS ittt e e e et e e e aaneas 119
-1 Ball Map Left (B0-27 ) ittt ettt et e e et aaans 122
9-2  Ball Map Center (2613 ) . .uiuiiiiitiiiii ittt e e 123
9-3  Ball Map RIGE (121 cuiiiiiii ittt et e e e e e e e e e rnenans 124
Tables
B R o Yol == o ol I g = 10
A =T o 0 1 o] (o e | PP 14
G T S =T =Y =T B B o T UL o a1 oL = PP 16
2-1 Processor DDR Memory Speed SUPPOIT «uuuiiiiie it eaie it sesiaeeeeaneeneaanerananneans 18
2-2  Supported DDR4 Non-ECC UDIMM Module Configurations .........cocvvviiiiiiiiiiiinninnnn, 19
2-3 Supported DDR4 Non-ECC SODIMM Module Configurations ......c.ccevvviiiiiiiiiiiiiennens 19
2-4 DRAM System Memory Timing SUPPOIT ...iuuiiiiiiii i e e a s 20
2-5 Interleave (IL) and Non-Interleave (NIL) Modes Pin Mapping.....ccoovveiiiiiiniieiieniinnnenenns 23
2-6 PCI Express* Bifurcation and Lane Reversal Mapping .....vvvvieiiiiiiiiiiiiiiiiii i nieneeneeees 25
2-7 PCI Express* Maximum Transfer Rates and Theoretical Bandwidth..............coooiiiiiini 26
2-8 Hardware Accelerated Video DeCOAING.....oiuiuiiiiiiii it aa e eaaas 31
2-9 Hardware Accelerated Vide0 ENCOAE ...ouviiriiiiiiiiiii s ieesiesaeesesanesnsanesnnenneennennens 32
2-10 Switchable/Hybrid Graphics SUPPOIT ....cue e e e 33
2-11 GT2 Graphics Frequency (S-ProCessor LiNE) ...uiiiiiiiiiiii i e 35
2-12 DDI Ports Availability ..o e 36
2-13 VGA and Embedded DisplayPort* (eDP*) Bifurcation Summary........ccoeviiiiiiiiiiiinninnnns 37
2-14 Display Technologies SUPPOIT ....uuiiiiiii e e e e e e raeeas 37
2-15 Display Resolutions and Link Bandwidth for Multi-Stream Transport calculations ............. 37
2-16 Processor Supported Audio Formats over HDMI and DisplayPort*.........cccoooiiiiiiiiiiinnnnn. 42
2-17 Maximum Display ReSOIULION ... i s 42
2-18 S -Processor Line Display Resolution Configuration .........c.ccvviiiiiiiiiiiiiii i 43
2-19 HDCP Display supported Implications Table .....cciiiiiiiiiii i aeas 43
2-20 Display Link Data Rate SUP PO ..ttt i i e s e e ran e aneaaneaneans 44
2-21 Display Resolution and Link Rate SUPPOrt......cociiiiiiii e 44
2-22 Display Bit Per Pixel (BPP) SUPPOIT . ...t e e e e e e e s r e e e e e eeeees 45
2-23 Supported Resolutions1 for HBR (2.7 Gbps) by Link Width .......cccoiiiiiiiiiieee 45

Datasheet, Volume 1 of 2 7



2-24 Supported Resolutions1 for HBR2 (5.4 Gbps) by Link Width ... 45
4-1  SYSEEM St .t 63
4-2  Processor IA Core / Package State SUPPOIt ...ouieiiiiiiiiiiie e e 64
4-3 Integrated Memory Controller (IMC) STateS .....vviiiiiiiiiiii e e eeeaans 64
4-4  PCI EXPress™ LiNK STates .uuiiiiiiiiiiiiiiii it s e a e st e v s e st e s e e e e a e aaneaneanans 64
4-5 Direct Media Interface (DMI) States ...iiiiiiiiiiii i i anaas 64
4-6 G, S, and C Interface State Combinations .....cccviiiiiiiiiiiii i e e 65
4-7 Deepest Package C-State Available ... ..o 72
4-8 Targeted Memory State CoNAitioNS. ... ..ciuieiiii i e e e e 74
4-9 Package C-States with PCIe* Link States Dependencies .......ccvivvriiiiiiiiiiiiiiiiiniinneanens 76
5-1  Configurable TDP MOGES . .cuiiiiiiii ittt et e et e e e e e et e e e aeenees 83
5-2 TDP Specifications (S-ProCessor LINE) ...uuiiiiiiii i it i st aae e anae e e eeaare s 92
5-3 Low Power and TTV Specifications (S-Processor LiNE) .....covieiiiiiiiiiiiiiiiiiiriiiene e 92
5-4  TcontroL Offset Configuration (S-Processor Line - Client) ......coovviviiiiiiiiiniiiines 92
5-5 Thermal Test Vehicle Thermal Profile for PCG 2015D ProCeSSOr ...cvvvveieiriieiieiiiinaieiennenes 93
5-6 Thermal Test Vehicle Thermal Profile for PCG 2015C ProCeSSOr ...ovvvviiriieiiiiiiierieiennenennss 94
5-7 Thermal Test Vehicle Thermal Profile for PCG 2015B ProCessor .......ucvvvviviiviiiiiiiinnnennnnns 95
5-8 Digital Thermal Sensor (DTS) 1.1 Thermal Solution Performance Above TeoNTROL -+« rvrrreees 98
5-9  Thermal Margin SIOPE ...ttt et s et e e 99
6-1 Signal Tables TermMinOlOgY ....couiiiniiiii e e eeeaes 100
6-2 DDR4 MemMOry INterface . uuieiiie it et e et e e eeaas 100
6-3 System Memory Reference and Compensation Signals .......cccvvviiiiiiiiiiiiiiiiiiie e 102
(SR N O B g o] =TSl 1 01 =Y o =Tl T PN 102
6-5 DMI INterface SigNals . cuciiiiii it ittt a e et e e et e an e aneaeaanens 102
6-6 Reset and Miscellaneous SigNals .....c.iuiiiiiii i 103
6-7 embedded DisplayPort* Signals .......coouiiiiiiiiiiii i 103
6-8 Display INterface SigNals ......oueiieiiiii e e 104
6-9  Processor ClOCKING SigNalS ...uuuieiiiiiii e e e s e s e s e e e e rannanes 104
6-10 Testabilily SigNals...cuiieieiii it 105
6-11 Error and Thermal Protection Signals.......cciiiiiiiiiii i e e aeeas 105
6-12 Power SequeNCINg SiGNaAIS ...uuiiiiiiiiii e e 106
6-13 Processor Power Rails Signals......ooiuieiiiiiiiii s 107
6-14 GND, RSVD, and NCTF Signals ...couiiiiiiiiiiiiii st e s e e e s e s ae it e e naaneeaes 108
6-15 Processor Internal Pull-Up / Pull-Down TerminationS......c.ccvviiiiiiiiiiiiiic i e naens 108
7-1  ProCeSSOr POWEE RailS...iuiiieiiiiiiiiiiii i e e e e e 109
7-2 Processor IA core (Vcc) Active and Idle Mode DC Voltage and Current Specifications...... 110
7-3 Processor Graphics (Vccgr) Supply DC Voltage and Current Specifications ............ccoeuis 111
7-4 Memory Controller (VDDQ) Supply DC Voltage and Current Specifications .................... 112
7-5 System Agent (VccSA) Supply DC Voltage and Current Specifications ...........ccoveviinnenn 113
7-6  Processor I/0 (Vccpg) Supply DC Voltage and Current Specifications............oocvvvininnns 113
7-7 Vcc Sustain (VccST) Supply DC Voltage and Current Specifications........c.ccoevviiiiiiinnnen. 114
7-8 Processor PLL (VccPLL) Supply DC Voltage and Current Specifications.............ccevvveinenns 114
7-9 Processor PLL_OC (VccPLL_OC) Supply DC Voltage and Current Specifications............... 115
7-10 DDR4 Signal Group DC SpecCifiCations .....viiiiieiiii i 115
7-11 PCI Express* Graphics (PEG) Group DC Specifications ........ccocvviiiiiiieiiiiiiiiiiieieie e 116
7-12 Digital Display Interface Group DC Specifications (DP/HDMI) ....covviiiiiiiiiiiiiiiiiiie e 116
7-13 embedded DisplayPort* (eDP*) Group DC Specifications ........ccoeiiiiiiiiiiiiiiiiiiiiciienns 117
7-14 CMOS Signal Group DC SpeCifiCalions . ..iiveiiiiiiiii i e aae e eeanens 117
7-15 GTL Signal Group and Open Drain Signal Group DC Specifications ..........c.ccoeviiieiinnnne. 117
7-16 PECI DC EleCtrical Limits . .uuireieiieiiiieisessesieesesaess e sasesaesnesnessnssesnnesnesnnsannsnnernnans 118
8-1 Package Mechanical AttribDULES .. ... c.ieiiii e 120
8-2 Package Storage SpeCifiCations......ccouieiii i 120
1S R N = T Y| IR a1 T P 125

8 Datasheet, Volume 1 of 2



Revision History

intel)

Revision . -
Number Description Revision Date
001 e [Initial release October 2017

Datasheet, Volume 1 of 2

88§



®
l n te l Introduction

1 Introduction

The 8th Generation Intel® Processor Family for S-Processor is built on 14-nanometer
process technology.

The S-Processor Line is offered in a 2-Chip Platform. See Figure 1-1.

The following table describes the processor lines covered in this document.

Table 1-1. Processor Lines

.1 Processor Graphics Platform
Processor Line Package Base TDP IA Cores Configuration Type

6 GT2

S-Processor Line (DT) LGA1151 65W, 95W 2-Chip
4 GT2

Notes:

1. Processor Lines offering may change.

2. N/A

3. The S-Processor (DT) 65W & 95W TDP (6+2 & 4+2) SKUs are paired with the PCH-H Intel® z370 chipset.

Throughout this document, the 8th Generation Intel® Processor Family for S-Processor
family may be referred to simply as “processor”. The Intel® 2370 Series Chipset Family
Platform Controller Hub (PCH) may be referred to simply as “PCH”".
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Figure 1-1. S-Processor Line Platform
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1.1 Supported Technologies

o Intel® Virtualization Technology (Intel® VT)

o Intel® Active Management Technology 11.0 (Intel® AMT 11.0)

o Intel® Trusted Execution Technology (Intel® TXT)

o Intel® Streaming SIMD Extensions 4.2 (Intel® SSE4.2)

e Intel® Hyper-Threading Technology (Intel® HT Technology)

e Intel® 64 Architecture

¢ Execute Disable Bit

o Intel® Turbo Boost Technology 2.0

o Intel® Advanced Vector Extensions 2 (Intel® AVX2)

 Intel® Advanced Encryption Standard New Instructions (Intel® AES-NI)
e PCLMULQDQ (Perform Carry-Less Multiplication Quad word) Instruction
o Intel® Secure Key

o Intel® Transactional Synchronization Extensions (Intel® TSX-NI)
e PAIR - Power Aware Interrupt Routing

e SMEP - Supervisor Mode Execution Protection

o Intel® Boot Guard

o Intel® Software Guard Extensions (Intel® SGX)

o Intel® Memory Protection Extensions (Intel® MPX)

e GMM Scoring Accelerator

e Intel® Processor Trace

e High Definition Content Protection (HDCP) 2.2

Note: The availability of the features may vary between processor SKUs.

Refer to Chapter 3 for more information.

1.2 Power Management Support

1.2.1 Processor Core Power Management

e Full support of ACPI C-states as implemented by the following processor C-states:
— CO0, C1, C1E, C3, C6, C7, C8
e Enhanced Intel SpeedStep® Technology

Note: Package C-states above C8 are not supported in S-Processor Line paired with Intel®
Z370 Series Chipset PCH-H.

Refer to Section 4.2 for more information.
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1.2.2

1.2.3

1.2.4

1.2.4.1

1.2.4.2

1.2.4.3

System Power Management

S0/S0ix, S3, S4, S5

Refer to Chapter 4, “Power Management” for more information.

Memory Controller Power Management

Disabling Unused System Memory Outputs
DRAM Power Management and Initialization
Initialization Role of CKE

Conditional Self-Refresh

Dynamic Power Down

DRAM I/0 Power Management

DDR Electrical Power Gating (EPG)

Power training

Refer to Section 4.3 for more information.

Processor Graphics Power Management

Memory Power Savings Technologies

Intel Rapid Memory Power Management (Intel RMPM)
Intel Smart 2D Display Technology (Intel S2DDT)

Display Power Savings Technologies

Intel (Seamless & Static) Display Refresh Rate Switching (DRRS) with eDP port
Intel Automatic Display Brightness

Smooth Brightness

Intel Display Power Saving Technology (Intel DPST 6)

Panel Self-Refresh 2 (PSR 2)

Low Power Single Pipe (LPSP)

Graphics Core Power Savings Technologies

Intel Graphics Dynamic Frequency
Intel Graphics Render Standby Technology (Intel GRST)
Dynamic FPS (Intel DFPS)

Refer to Section 4.6 for more information.
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1.3

1.4

1.5

1.6

Note:

1.7

Table 1-2.

14

Thermal Management Support

¢ Digital Thermal Sensor

e Intel Adaptive Thermal Monitor

e THERMTRIP# and PROCHOT# support

¢ On-Demand Mode

e Memory Open and Closed Loop Throttling

e Memory Thermal Throttling

e External Thermal Sensor (TS-on-DIMM and TS-on-Board)
e Render Thermal Throttling

e Fan speed control with DTS

e Intel Turbo Boost Technology 2.0 Power Control

Refer to Chapter 5, "Thermal Management” for more information.

Package Support

e The processor is available in A 37.5 mm x 37.5 mm LGA package (LGA1151) for S-
Processor Line

Ballout Information

The processor ball information is available in Chapter 9, “Processor Ball Information”.

Processor Testability

An XDP on-board connector is warmly recommended to enable full debug capabilities.
For the processor SKUs, a merged XDP connector is highly recommended to enable
lower C-state debug.

When separate XDP connectors will be used at C8 state, the processor will need to be
waked up using the PCH.

The processor includes boundary-scan for board and system level testability.
Terminology

Terminology (Sheet 1 of 3)

Term Description
4K Ultra High Definition (UHD)
AES Advanced Encryption Standard
AGC Adaptive Gain Control
BLT Block Level Transfer
BPP Bits per pixel
CDR Clock and Data Recovery
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Table 1-2. Terminology (Sheet 2 of 3)

Term Description

CTLE Continuous Time Linear Equalizer

DDI Digital Display Interface for DP or HDMI/DVI
Fourth-Generation Double Data Rate SDRAM Memory Technology

DDR4/DDR4-RS

/ RS - Reduced Standby Power

DFE decision feedback equalizer

DMA Direct Memory Access

DMI Direct Media Interface

DP DisplayPort*

DTS Digital Thermal Sensor

eDP* embedded DisplayPort*

EU Execution Unit in the Processor Graphics

GSA Graphics in System Agent

HDCP High-bandwidth Digital Content Protection

HDMI* High Definition Multimedia Interface

IMC Integrated Memory Controller

Intel® 64 Technology 64-bit memory extensions to the IA-32 architecture

Intel® DPST Intel Display Power Saving Technology

Intel® PTT Intel Platform Trust Technology

Intel® TSX-NI Intel Transactional Synchronization Extensions

Intel® TXT Intel Trusted Execution Technology
Intel Virtualization Technology. Processor virtualization, when used in conjunction

Intel® vT with Virtual Machine Monitor software, enables multiple, robust independent
software environments inside a single platform.
Intel Virtualization Technology (Intel VT) for Directed I/0. Intel VT-d is a hardware

Intel® VT-d assist, under system software (Virtual Machine Manager or OS) control, for enabling
I/0 device virtualization. Intel VT-d also brings robust security by providing
protection from errant DMAs by using DMA remapping, a key feature of Intel VT-d.

10V I/0 Virtualization

ISP Image Signal Processor

LFM Low Frequency Mode. corresponding to the Enhanced Intel SpeedStep®
Technology’s lowest voltage/frequency pair. It can be read at MSR CEh [47:40].

LLC Last Level Cache
Low-Power Mode.The LPM Frequency is less than or equal to the LFM Frequency. The

LPM LPM TDP is lower than the LFM TDP as the LPM configuration limits the processor to
single thread operation

LPSP Low-Power Single Pipe

LSF Lowest Supported Frequency.This frequency is the lowest frequency where
manufacturing confirms logical functionality under the set of operating conditions.

MCP Multi Chip Package - includes the processor and the PCH.

MFM Minimum Frequency Mode. MFM is the minimum ratio supported by the processor
and can be read from MSR CEh [55:48].

MLC Mid-Level Cache
Non-Critical to Function. NCTF locations are typically redundant ground or non-

NCTF critical reserved balls/lands, so the loss of the solder joint continuity at end of life
conditions will not affect the overall product functionality.
Platform Controller Hub. The chipset with centralized platform capabilities including

PCH the main I/0O interfaces along with display connectivity, audio features, power
management, manageability, security, and storage features. The PCH may also be
referred as “chipset”.

PECI Platform Environment Control Interface
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Table 1-2. Terminology (Sheet 3 of 3)
Term Description
PEG PCI Express Graphics
PL1, PL2, PL3 Power Limit 1, Power Limit 2, Power Limit 3
Processor The 64-bit multi-core component (package)
The term “processor core” refers to Si die itself, which can contain multiple
Processor Core execution cores. Each execution core has an instruction cache, data cache, and 256-
KB L2 cache. All execution cores share the LLC.
Processor Graphics Intel Processor Graphics
PSR Panel Self-Refresh
Rank A unit of D_RAM corresponding to four to eight devices in pz_arallel,_ignoring ECC.
These devices are usually, but not always, mounted on a single side of a SODIMM.
SCI System Control Interrupt. SCI is used in the ACPI protocol.
SDP Scenario Design Power.
SGX Software Guard Extension
SHA Secure Hash Algorithm
SSC Spread Spectrum Clock
A non-operational state. The processor may be installed in a platform, in a tray, or
loose. Processors may be sealed in packaging or exposed to free air. Under these
conditions, processor landings should not be connected to any supply voltages, have
Storage Conditions any I/O0s biased, or receive any clocks. Upon exposure to “free air” (that is, unsealed
packaging or a device removed from packaging material), the processor should be
handled in accordance with moisture sensitivity labeling (MSL) as indicated on the
packaging material.
STR Suspend to RAM
TAC Thermal Averaging Constant
TCC Thermal Control Circuit
TDP Thermal Design Power
TOB Tolerance Budget
TTV TDP Thermal Test Vehicle TDP
Vee Processor core power supply
VeeaT Processor Graphics Power Supply
Vecio I/0 Power Supply
Veesa System Agent Power Supply
VeesT Vcc Sustain Power Supply
Vbpq DDR Power Supply
VLD Variable Length Decoding
VPID Virtual Processor ID
Vsg Processor Ground
1.8 Related Documents
Table 1-3. Related Documents (Sheet 1 of 2)

Document Document Number
8th Generation Intel® Processor Family for S-Processor Platform Datasheet Volume 2 336465
8th Generation Intel® Processor Family for S-Processor Platform Specification Update 336466

Advanced Configuration and Power Interface 3.0 http://www.acpi.info/

DDR4 Specification http://www.jedec.org
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Table 1-3. Related Documents (Sheet 2 of 2)

intel.

Document

Document Number

High Definition Multimedia Interface specification revision 1.4

http://www.hdmi.org/
manufacturer/specifi-
cation.aspx

Embedded DisplayPort* Specification revision 1.4

http://www.vesa.org/
vesa.standards/

DisplayPort* Specification revision 1.2

http://www.vesa.org/
vesa.standards/

PCI Express* Base Specification Revision 3.0

http://
www.pcisig.com/
specifications

Intel® 64 and IA-32 Architectures Software Developer's Manuals

http://
www.intel.com/
products/processor/
manuals/index.htm

88§
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System Memory Interface

e Two channels of DDR4 memory with a maximum of two DIMMs per channel. DDR
technologies, number of DIMMs per channel, number of ranks per channel are SKU

dependent.

e UDIMM, SO-DIMM, and Memory Down support (based on SKU)
¢ Single-channel and dual-channel memory organization modes
o Data burst length of eight for all memory organization modes
e DDR4 I/0O Voltage of 1.2V

e 64-bit wide channels

e Non-ECC UDIMM and SODIMM DDR4 support (based on SKU)
e Theoretical maximum memory bandwidth of:

— 29.1 GB/s in dual-channel mode assuming 1866 MT/s
— 33.3 GB/s in dual-channel mode assuming 2133 MT/s
— 37.5 GB/s in dual-channel mode assuming 2400 MT/s
— 41.6 GB/s in dual-channel mode assuming 2666 MT/s

Memory down of all technologies (DDR4) should be implemented homogeneously,
which means that all DRAM devices should be from the same vendor and have the
same part number. Implementing a mix of DRAM devices may cause serious signal
integrity and functional issues.

If the S-Processor Line’s memory interface is configured to one DIMM per Channel, the
processor can use either of the DIMMs, DIMMO or DIMM1, signals CTRL[1:0] or

CTRL[3:2].

System Memory Technology Supported

The Integrated Memory Controller (IMC) supports DDR4 protocols with two
independent, 64-bit wide channels.

Processor DDR Memory Speed Support (Sheet 1 of 2)

Processor Line

DDR4 1DPC [MT/s]

DDR4 2DPC [MT/s]

LPDDR3 [MT/s]

S-Processor Line 24003 21332 N/A
(AIO SODIMM)

S-Processor Line 2666 26664 N/A
(DT UDIMM) 6+2

S-Processor Line 2400 2400 N/A

(DT UDIMM) 4+2
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Table 2-2.

Table 2-3.
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Processor DDR Memory Speed Support (Sheet 2 of 2)

Processor Line DDR4 1DPC [MT/s] | DDR4 2DPC [MT/s] LPDDR3 [MT/s]

Notes:
1.

1DPC-refer to 1 DIMM per channel natively, means 1 DIMM Slot per channel and not refer to 1
DIMM populated at 2 DIMMs per channel.

2DPC-refer to 2DIMMs per channel, fully populated or partially populated with 1 DIMM only.
S-Processor SO-DIMM 2DPC is limited to 2133 MT/s due to Daisy Chain topology.

DDR4 SODIMM 2666 MT/s is currently NOT POR, DDR4 SODIMM 2666MT/s enabling is pending
silicon validation completion.

S-Processor 6+2 DDR4 2666 MT/s 2DPC UDIMM is supported when channel is populated with the
same UDIMM part number.

DDR4 2666 MT/s support is limited to raw card versions A, C, E, D and G.

DDR4 Data Transfer Rates:

— 2133 MT/s (PC4-2133)

— 2400 MT/s (PC4-2400)

— 2666 MT/s (PC4-2666)
UDIMM Modules:

DDR4 SODIMM/UDIMM Modules:

— Standard 4-Gb and 8-Gb technologies and addressing are supported for x8 and
x16 devices.

There is no support for memory modules with different technologies or capacities
on opposite sides of the same memory module. If one side of a memory module is
populated, the other side is either identical or empty.

DDR4 Memory Down: Single rank x8, x16 (based on SKU)

DDR4 Supported Memory Modules and Devices

Supported DDR4 Non-ECC UDIMM Module Configurations

# of # of
Jaw DIMM DRAM DRAM # of # of | Row/Col | Banks | Page
ard . Device A DRAM . .
Version Capacity Technology Organization Devices Ranks Add_ress Inside Size
Bits DRAM
A 4GB 4Gb 512M x 8 8 1 15/10 16 8K
A 8GB 8Gb 1024M x 8 8 1 16/10 16 8K
B 8GB 4Gb 512M x 8 16 2 15/10 16 8K
B 16GB 8Gb 1024M x 8 16 2 16/10 16 8K
C 2GB 4Gb 256M x 16 4 1 15/10 8 8K
C 4GB 8Gb 512M x 16 4 1 16/10 8 8K

Supported DDR4 Non-ECC SODIMM Module Configurations (Sheet 1 of 2)

gaax DIMM ggﬁg DRAM Di::,l # of Roi\fv(/)::ol Bﬁn?kfs Page
Version Capacity Technology Organization Devices Ranks Ad:ir;ss g:;\d; Size
A 4GB 4Gb 512M x 8 8 1 15/10 16 8K
A 8GB 8Gb 1024M x 8 8 1 16/10 16 8K
B 8GB 4Gb 512M x 8 16 2 15/10 16 8K
B 16GB 8Gb 1024M x 8 16 2 16/10 16 8K

Datasheet, Volume 1 of 2 19



i n te l ’ > Interfaces

Table 2-3. Supported DDR4 Non-ECC SODIMM Module Configurations (Sheet 2 of 2)

g:l‘_’(‘; DIMM [')):v‘i‘i DRAM D’;XL # of Rot:‘/)::ol Bﬁr;)lfs Page
Version Capacity Technology Organization Devices Ranks Adé:lirt'tsass Ln;;‘d; Size
C 2GB 4Gb 256M x 16 4 1 15/10 8 8K
C 4GB 8Gb 512M x 16 4 1 16/10 8 8K
E 8GB 4Gb 512M x 8 16 2 15/10 16 8K
E 16GB 8Gb 1024M x 8 16 2 16/10 16 8K

2.1.2 System Memory Timing Support
The IMC supports the following DDR Speed Bin, CAS Write Latency (CWL), and
command signal mode timings on the main memory interface:
e tCL = CAS Latency
e tRCD = Activate Command to READ or WRITE Command delay
e tRP = PRECHARGE Command Period
e CWL = CAS Write Latency
¢ Command Signal modes:
— 1N indicates a new DDR4 command may be issued every clock
— 2N indicates a new DDR4 command may be issued every 2 clocks

Table 2-4. DRAM System Memory Timing Support

DPC
DRAM Transfer tRCD CMD
Device Rate (MT/s) tCL (tCK) (tCK) tRP (tCK) | CWL (tCK) (Sg.sz Mode
DDR4 2133 15/16 14/15/16 15/16 11/14/14 lor2 1N/2N
DDR4 2400 17 17 17 12/16/16 lor2 2N
9/10/11/
DDR4 2666 19 19 19 12/14/16/ lor2 2N
18
2.1.3 System Memory Organization Modes

The IMC supports two memory organization modes, single-channel and dual-channel.
Depending upon how the DDR Schema and DIMM Modules are populated in each
memory channel, a number of different configurations can exist.

Single-Channel Mode

In this mode, all memory cycles are directed to a single channel. Single-Channel mode
is used when either the Channel A or Channel B DIMM connectors are populated in any
order, but not both.
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Figure 2-1.

Note:
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The IMC supports Intel Flex Memory Technology Mode. Memory is divided into a
symmetric and asymmetric zone. The symmetric zone starts at the lowest address in
each channel and is contiguous until the asymmetric zone begins or until the top
address of the channel with the smaller capacity is reached. In this mode, the system
runs with one zone of dual-channel mode and one zone of single-channel mode,
simultaneously, across the whole memory array.

Dual-Channel Mode - Intel® Flex Memory Technology Mode

Channels A and B can be mapped for physical channel 0 and 1 respectively or vice
versa. However, channel A size should be greater or equal to channel B size.

Intel® Flex Memory Technology Operations

TOM

C L Non interleaved
access

| Dual channel
interleaved access

CHA CHB

CH A and CH B can be configured to be physical channels 0 or 1
B — The largest physical memory amount of the smaller size memory module
C — The remaining physical memory amount of the larger size memory module

Dual-Channel Symmetric Mode (Interleaved Mode)

Dual-Channel Symmetric mode, also known as interleaved mode, provides maximum
performance on real world applications. Addresses are ping-ponged between the
channels after each cache line (64-byte boundary). If there are two requests, and the
second request is to an address on the opposite channel from the first, that request can
be sent before data from the first request has returned. If two consecutive cache lines
are requested, both may be retrieved simultaneously, since they are ensured to be on
opposite channels. Use Dual-Channel Symmetric mode when both Channel A and
Channel B DIMM connectors are populated in any order, with the total amount of
memory in each channel being the same.

When both channels are populated with the same memory capacity and the boundary
between the dual channel zone and the single channel zone is the top of memory, IMC
operates completely in Dual-Channel Symmetric mode.

The DRAM device technology and width may vary from one channel to the other.
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2.1.4

2.1.5

2.1.6
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System Memory Frequency

In all modes, the frequency of system memory is the lowest frequency of all memory
modules placed in the system, as determined through the SPD registers on the
memory modules. The system memory controller supports up to two DIMM connectors
per channel. If DIMMs with different latency are populated across the channels, the
BIOS will use the slower of the two latencies for both channels. For Dual-Channel
modes both channels should have a DIMM connector populated. For Single-Channel
mode, only a single channel can have a DIMM connector populated.

Technology Enhancements of Intel® Fast Memory Access
(Intel® FMA)

The following sections describe the Just-in-Time Scheduling, Command Overlap, and
Out-of-Order Scheduling Intel FMA technology enhancements.

Just-in-Time Command Scheduling

The memory controller has an advanced command scheduler where all pending
requests are examined simultaneously to determine the most efficient request to be
issued next. The most efficient request is picked from all pending requests and issued
to system memory Just-in-Time to make optimal use of Command Overlapping. Thus,
instead of having all memory access requests go individually through an arbitration
mechanism forcing requests to be executed one at a time, they can be started without
interfering with the current request allowing for concurrent issuing of requests. This
allows for optimized bandwidth and reduced latency while maintaining appropriate
command spacing to meet system memory protocol.

Command Overlap

Command Overlap allows the insertion of the DRAM commands between the Activate,
Pre-charge, and Read/Write commands normally used, as long as the inserted

commands do not affect the currently executing command. Multiple commands can be
issued in an overlapping manner, increasing the efficiency of system memory protocol.

Out-of-Order Scheduling

While leveraging the Just-in-Time Scheduling and Command Overlap enhancements,
the IMC continuously monitors pending requests to system memory for the best use of
bandwidth and reduction of latency. If there are multiple requests to the same open
page, these requests would be launched in a back to back manner to make optimum
use of the open memory page. This ability to reorder requests on the fly allows the IMC
to further reduce latency and increase bandwidth efficiency.

Data Scrambling

The system memory controller incorporates a Data Scrambling feature to minimize the
impact of excessive di/dt on the platform system memory VRs due to successive 1s and
Os on the data bus. Past experience has demonstrated that traffic on the data bus is not
random and can have energy concentrated at specific spectral harmonics creating high
di/dt which is generally limited by data patterns that excite resonance between the
package inductance and on die capacitances. As a result, the system memory controller
uses a data scrambling feature to create pseudo-random patterns on the system
memory data bus to reduce the impact of any excessive di/dt.
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2.1.7 DDR I/0 Interleaving

The processor supports I/0 interleaving, which has the ability to swap DDR bytes for
routing considerations. BIOS configures the I/0 interleaving mode before DDR
training.There are 2 supported modes:

e Interleave (IL)
¢ Non-Interleave (NIL)

The following table and figure describe the pin mapping between the IL and NIL modes.

Table 2-5. Interleave (IL) and Non-Interleave (NIL) Modes Pin Mapping

IL (ppR4) NIL (ppra
Channel Byte Channel Byte
DDRO ByteO DDRO ByteO
DDRO Bytel DDRO Bytel
DDRO Byte2 DDRO Byte4
DDRO Byte3 DDRO Byte5
DDRO Byte4 DDR1 ByteO
DDRO Byte5 DDR1 Bytel
DDRO Byte6 DDR1 Byte4
DDRO Byte7 DDR1 Byte5
DDR1 ByteO DDRO Byte2
DDR1 Bytel DDRO Byte3
DDR1 Byte2 DDRO Byte6
DDR1 Byte3 DDRO Byte7
DDR1 Byte4 DDR1 Byte2
DDR1 Byte5 DDR1 Byte3
DDR1 Byte6 DDR1 Byte6
DDR1 Byte7 DDR1 Byte7
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Figure 2-2,

2.1.8

2.1.9

2.1.10

2.1.11

2.2

2.2.1
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Interleave (IL) and Non-Interleave (NIL) Modes Mapping

Interleave back to back Non-Interleave side by side
chB chB Ch B chB
DQ/DQS | CMD/CTRL | DQ/DQS CMD/CTRL
[ I I ChA m chB
DQ/DQS DQ/DQS
ChA ChA ChA ChA
DQ/DQS | CMD/CTRL | DQ/DQS CMD/CTRL
i T 1
[ChA SoDIMM | [ ChASoDIMM | [ChB SoDIMM |
il il i’
chB SoDIMM |

Data Swapping

By default, the processor supports on-board data swapping in two manners (for all
segments and DRAM technologies):

e byte (DQ+DQS) swapping between bytes in the same channel.
e bit swapping within specific byte.

DRAM Clock Generation

Every supported rank has a differential clock pair. There are a total of four clock pairs
driven directly by the processor to DRAM.

DRAM Reference Voltage Generation

The memory controller has the capability of generating the DDR4 Reference Voltage
(VREF) internally for both read and write operations. The generated VREF can be
changed in small steps, and an optimum VREF value is determined for both during a
cold boot through advanced training procedures in order to provide the best voltage to
achieve the best signal margins.

Data Swizzling

All Processor Lines does not have die-to-package DDR swizzling.

PCI Express* Graphics Interface (PEG)

This section describes the PCI Express* interface capabilities of the processor.

PCI Express* Support

The processor’s PCI Express* interface is a 16-lane (x16) port that can also be
configured as multiple ports at narrower widths (see Table 2-6, Table 2-7).

The processor supports the configurations shown in the following table.
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Table 2-6. PCI Express* Bifurcation and Lane Reversal Mapping

Bifurcation

Link Width CFG Signals Lanes

0:1:0 | 0:1:1 (0:1:2 ( CFG [CFG [ CFG | 0 (1 |2 |3 | 4 |5|6 |7 |8 |9 |10(|11 12|13 |14 |15
[61 | [51 | [2]

1x16 x16 N/A N/A 1 1 1 0 1 2 3 4 5 6 7 8 9 10 | 11 | 12 | 13 | 14 | 15
1x16 x16 N/A N/A 1 1 0 1514 | 13|12 |11 | 10| 9 8 7 6 5 4 3 2 1 0
Reversed
2x8 X8 x8 N/A 1 0 1 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
2x8 x8 x8 N/A 1 0 0 7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0
Reversed
1x8+2x4 x8 x4 x4 0 0 1 0 1 2 3 4 5 6 7 0 1 2 3 0 1 2 3
1x8+2x4 X8 x4 x4 0 0 0 3 2 1 0 3 2 1 0 7 6 5 4 3 2 1 0
Reversed
Notes:
1. For CFG bus details, refer to Section 6.4.
2. Support is also provided for narrow width and use devices with lower number of lanes (that is, usage on x4 configuration),
however further bifurcation is not supported.
3. In case that more than one device is connected, the device with the highest lane count, should always be connected to the
lower lanes, as follows:
— Connect lane 0 of 15 device to lane 0.
— Connect lane 0 of 2"d device to lane 8.
— Connect lane 0 of 3" device to lane 12.
For example:
a. When using 1x8 + 2x4, the 8 lane device should use lanes 0:7.
b.  When using 1x4 + 1x2, the 4 lane device should use lanes 0:3, and other 2 lanes device should use lanes 8:9.
C. When using 1x4 + 1x2 + 1x1, 4 lane device should use lanes 0:3, two lane device should use lanes 8:9, one lane
device should use lane 12.
4. for reversal lanes, for example:

When using 1x8, the 8 lane device should use lanes 8:15, so lane 15 will be connected to lane 0 of the Device.

The processor supports the following:
¢ Hierarchical PCI-compliant configuration mechanism for downstream devices
e Traditional PCI style traffic (asynchronous snooped, PCI ordering)

e PCI Express* extended configuration space. The first 256 bytes of configuration
space aliases directly to the PCI Compatibility configuration space. The remaining
portion of the fixed 4-KB block of memory-mapped space above that (starting at
100h) is known as extended configuration space.

e PCI Express* Enhanced Access Mechanism. Accessing the device configuration
space in a flat memory mapped fashion

e Automatic discovery, negotiation, and training of link out of reset.

e Peer segment destination posted write traffic (no peer-to-peer read traffic) in
Virtual Channel 0: DMI -> PCI Express* Port 0

e 64-bit downstream address format, but the processor never generates an address
above 512 GB (Bits 63:39 will always be zeros)

e 64-bit upstream address format, but the processor responds to upstream read
transactions to addresses above 512 GB (addresses where any of Bits 63:39 are
nonzero) with an Unsupported Request response. Upstream write transactions to
addresses above 512 GB will be dropped.

e Re-issues Configuration cycles that have been previously completed with the
Configuration Retry status

e PCI Express* reference clock is 100-MHz differential clock
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Table 2-7.

Note:

2.2.2
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e Power Management Event (PME) functions

e Dynamic width capability

e Message Signaled Interrupt (MSI and MSI-X) messages
e Lane reversal

e Full Advance Error Reporting (AER) and control capabilities are supported only on
Server SKUs.

The following table summarizes the transfer rates and theoretical bandwidth of PCI
Express* link.

PCI Express* Maximum Transfer Rates and Theoretical Bandwidth

PCI Maximum Theoretical Bandwidth [GB/s]
Express* Encoding Transfer Rate
Generation [GT/s] x1 x2 x4 x8 x16
Gen 1 8b/10b 2.5 0.25 0.5 1.0 2.0 4.0
Gen 2 8b/10b 5 0.5 1.0 2.0 4.0 8.0
Gen 3 128b/130b 8 1.0 2.0 3.9 7.9 15.8

The processor has limited support for Hot-Plug. For details, refer to Section 4.4.

PCI Express* Architecture

Compatibility with the PCI addressing model is maintained to ensure that all existing
applications and drivers operate unchanged.

The PCI Express* configuration uses standard mechanisms as defined in the PCI Plug
and-Play specification. The processor PCI Express* ports support Gen 3.

At 8 GT/s, Gen3 operation results in twice as much bandwidth per lane as compared to
Gen 2 operation. The 16 lanes port can operate at 2.5 GT/s, 5 GT/s, or 8 GT/s.

Gen 3 PCI Express* uses a 128b/130b encoding which is about 23% more efficient
than the 8b/10b encoding used in Gen 1 and Gen 2.

The PCI Express* architecture is specified in three layers — Transaction Layer, Data Link

Layer, and Physical Layer. See the PCI Express Base Specification 3.0 for details of PCI
Express* architecture.
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2.2.3

Figure 2-3.

2.2.4

PCI Express* Configuration Mechanism

The PCI Express* (external graphics) link is mapped through a PCI-to-PCI bridge
structure.

PCI Express* Related Register Structures in the Processor

PCI-PCI Bridge .
PCI representing PCI Compatlble
PEG Host Bridge
Express* root PCI Device
Device Express* ports (Device 0)
(Device 1)

DMI

PCI Express* extends the configuration space to 4096 bytes per-device/function, as
compared to 256 bytes allowed by the conventional PCI specification. PCI Express*
configuration space is divided into a PCI-compatible region (that consists of the first
256 bytes of a logical device's configuration space) and an extended PCI Express*
region (that consists of the remaining configuration space). The PCI-compatible region
can be accessed using either the mechanisms defined in the PCI specification or using
the enhanced PCI Express* configuration access mechanism described in the PCI
Express* Enhanced Configuration Mechanism section.

The PCI Express* Host Bridge is required to translate the memory-mapped PCI
Express* configuration space accesses from the host processor to PCI Express*
configuration cycles. To maintain compatibility with PCI configuration addressing
mechanisms, it is recommended that system software access the enhanced
configuration space using 32-bit operations (32-bit aligned) only. See the PCI Express
Base Specification for details of both the PCI-compatible and PCI Express* Enhanced
configuration mechanisms and transaction rules.

PCI Express* Equalization Methodology

Link equalization requires equalization for both TX and RX sides for the processor and
for the End point device.

Adjusting transmitter and receiver of the lanes is done to improve signal reception
quality and for improving link robustness and electrical margin.

The link timing margins and voltage margins are strongly dependent on equalization of
the link.

The processor supports the following:

e Full TX Equalization: Three Taps Linear Equalization (Pre, Current and Post
cursors), with FS/LF (Full Swing /Low Frequency) 24/8 values respectively.
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¢ Full RX Equalization and acquisition for: AGC (Adaptive Gain Control), CDR (Clock
and Data Recovery), adaptive DFE (decision feedback equalizer) and adaptive CTLE
peaking (continuous time linear equalizer).

e Full adaptive phase 3 EQ compliant with PCI Express* Gen 3 specification

See the PCI Express* Base Specification 3.0 for details on PCI Express* equalization.

2.3 Direct Media Interface (DMI)

Direct Media Interface (DMI) connects the processor and the PCH.

Main characteristics:
e 4 lanes Gen 3 DMI support
8 GT/s point-to-point DMI interface to PCH
DC coupling - no capacitors between the processor and the PCH
PCH end-to-end lane reversal across the link
Half-Swing support (low-power/low-voltage)

Note: Only DMI x4 configuration is supported.
2.3.1 DMI Lane Reversal and Polarity Inversion
Note: Polarity Inversion and Lane Reversal on DMI Link are not allowed in S-Processor Line

paired with Intel® 2370 Series Chipset PCH-H.
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Figure 2-4.

2.3.2

2.3.3

Example for DMI Lane Reversal Connection

Without Lane Reversal With Lane Reversal

CPU Package

CPU Package

CPU DMI CPU DMI
LO| L1 |L2]|L3 LO| L1 |L2 L3
O——0—1 ({111
DMIO DML D DmI3
DMIO {/DMI1 DMI4 DMI5 DMI6 DMI7 DMIO DMI1 DMI2 DMI3 DMI4 (D D DMI7
——0—1i ———Ti
0|1 |L2|1L3|L4|L5|L6|L7 0| L1 |2 |13 |4|L5|L6|L7
0Ll L2 |3, 4|L5]|L6|L7 L7 | 6| 5|4 |13|L2|L1|LO
PCH DMI PCH DMI

CNP PCH-H Package CNP PCH-H Package

DMI Error Flow

DMI can only generate SERR in response to errors; never SCI, SMI, MSI, PCI INT, or
GPE. Any DMI related SERR activity is associated with Device 0.

DMI Link Down

The DMI link going down is a fatal, unrecoverable error. If the DMI data link goes to
data link down, after the link was up, then the DMI link hangs the system by not
allowing the link to retrain to prevent data corruption. This link behavior is controlled by
the PCH.

Downstream transactions that had been successfully transmitted across the link prior
to the link going down may be processed as normal. No completions from downstream,
non-posted transactions are returned upstream over the DMI link after a link down
event.
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Processor Graphics

The processor graphics is based on Gen 9 LP (generation 9 Low Power) graphics core
architecture that enables substantial gains in performance and lower-power
consumption over prior generations.

The processor graphics architecture delivers high dynamic range of scaling to address
segments spanning low power to high power, increased performance per watt, support
for next generation of APIs. Gen 9 LP scalable architecture is partitioned by usage
domains along Render/Geometry, Media, and Display. The architecture also delivers
very low-power video playback and next generation analytic and filters for imaging-
related applications. The new Graphics Architecture includes 3D compute elements,
Multi-format HW assisted decode/encode pipeline, and Mid-Level Cache (MLC) for
superior high definition playback, video quality, and improved 3D performance and
media.

The Display Engine handles delivering the pixels to the screen. GSA (Graphics in
System Agent) is the primary channel interface for display memory accesses and PCI-
like traffic in and out.

The display engine supports the latest display standards such as eDP* 1.4, DP* 1.2,
HDMI* 1.4, HW support for blend, scale, rotate, compress, high PPI support, and
advanced SRD2 display power management.

Operating Systems Support
Windows* 10 x64,0S X, Linux* OS, Chrome* OS.

The processor supports only 64-bit operating systems.

API Support (Windows*)

¢ Direct3D* 2015, Direct3D 11.2, Direct3D 11.1, Direct3D 9, Direct3D 10, Direct2D
e OpenGL* 4.5
e OpenCL* 2.1, OpenCL 2.0, OpenCL 1.2

DirectX* extensions:

e PixelSync, InstantAccess, Conservative Rasterization, Render Target Reads,
Floating-point De-norms, Shared Virtual memory, Floating Point atomics, MSAA
sample-indexing, Fast Sampling (Coarse LOD), Quilted Textures, GPU Enqueue
Kernels, GPU Signals processing unit. Other enhancements include color
compression.

Gen 9 LP architecture delivers hardware acceleration of Direct X* 11 Render pipeline
comprising the following stages: Vertex Fetch, Vertex Shader, Hull Shader, Tessellation,
Domain Shader, Geometry Shader, Rasterizer, Pixel Shader, Pixel Output.
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2.4.3 Media Support (Intel® QuickSync & Clear Video
Technology HD)
Gen 9 LP implements multiple media video codecs in hardware as well as a rich set of
image processing algorithms.
Note: All supported media codecs operate on 8 bpc, YCbCr 4:2:0 video profiles.
2.4.3.1 Hardware Accelerated Video Decode
Gen 9 LP implements a high-performance and low-power HW acceleration for video
decoding operations for multiple video codecs.
The HW decode is exposed by the graphics driver using the following APIs:
e Direct3D* 9 Video API (DXVA2)
e Direct3D11 Video API
¢ Intel Media SDK
e MFT (Media Foundation Transform) filters.
Gen 9 LP supports full HW accelerated video decoding for AVC/VC1/MPEG2/HEVC/VP8/
JPEG.
Table 2-8. Hardware Accelerated Video Decoding
Codec Profile Level Maximum Resolution
. Main
MPEG2 Main High 1080p
Advanced L3
VC1/WMV9 Main High 3840x3840
Simple Simple
High
AVC/H264 Main L5.1 2160p(4K)
MVC & stereo
VP8 0 Unified level 1080p
JPEG/MJIPEG Baseline Unified level 16k x16k
HEVC/H265 (8 bits) Main L5.1 2160(4K)
HEVC/H265 (10 Main
bits) BT2020, isolate Dec L5.1 2160(4K)
VP9 0 (4:2:0 Chroma 8-bit) Unified level 2160(4K)
Expected performance:
e More than 16 simultaneous decode streams @ 1080p.
Note: Actual performance depends on the processor SKU, content bit rate, and memory

frequency. Hardware decode for H264 SVC is not supported.
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2.4.3.2

Table 2-9.

Note:

2.4.3.3

Note:
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Hardware Accelerated Video Encode

Gen 9 LP implements a high-performance and low-power HW acceleration for video
decoding operations for multiple video codecs.

The HW encode is exposed by the graphics driver using the following APIs:
¢ Intel Media SDK
e MFT (Media Foundation Transform) filters

Gen 9 LP supports full HW accelerated video encoding for AVC/MPEG2/HEVC/VP8/JPEG.

Hardware Accelerated Video Encode

Codec Profile Level Maximum Resolution
MPEG2 Main High 1080p
AVC/H264 ;3: L5.1 2160p(4K)

VP8 Unified profile Unified level —
JPEG Baseline — 16Kx16K
HEVC/H265 Main L5.1 2160p(4K)
Support 8 bits 4:2:0 BT2020
VP9 may be obtained Fhe pre/post — —
processing

Hardware encode for H264 SVC is not supported.

Hardware Accelerated Video Processing

There is hardware support for image processing functions such as De-interlacing, Film
cadence detection, Advanced Video Scaler (AVS), detail enhancement, image
stabilization, gamut compression, HD adaptive contrast enhancement, skin tone
enhancement, total color control, Chroma de-noise, SFC pipe (Scalar and Format
Conversion), memory compression, Localized Adaptive Contrast Enhancement (LACE),
spatial de-noise, Out-Of-Loop De-blocking (from AVC decoder), 16 bpc support for de-
noise/de-mosaic.

There is support for Hardware assisted Motion Estimation engine for AVC/MPEG2
encode, True Motion, and Image stabilization applications.

The HW video processing is exposed by the graphics driver using the following APIs:

e Direct3D* 9 Video API (DXVA2).

Direct3D 11 Video API.

Intel Media SDK.

MFT (Media Foundation Transform) filters.
Intel CUI SDK.

Not all features are supported by all the above APIs. Refer to the relevant
documentation for more details.
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2.4.3.4

Note:

2.4.4

intel)

Transcoding is a combination of decode video processing (optional) and encode. Using
the above hardware capabilities can accomplish a high-performance transcode pipeline.
There is not a dedicated API for transcoding.

Hardware Accelerated Transcoding

The processor graphics supports the following transcoding features:

¢ Low-power and low-latency AVC encoder for video conferencing and Wireless
Display applications.

e Lossless memory compression for media engine to reduce media power.
e HW assisted Advanced Video Scaler.

e Low power Scaler and Format Converter.
Expected performance:
e S-Processor Line: 18x 1080p30 RT (same as previous generation).

Actual performance depends on Processor Line, video processing algorithms used,
content bit rate, and memory frequency.

Switchable/Hybrid Graphics
The processor supports Switchable/Hybrid graphics.

Switchable graphics: The Switchable Graphics feature allows the user to switch
between using the Intel integrated graphics and a discrete graphics card. The Intel
Integrated Graphics driver will control the switching between the modes. In most cases
it will operate as follows: when connected to AC power - Discrete graphic card; when
connected to DC (battery) - Intel integrated GFX

Hybrid graphics: Intel integrated graphics and a discrete graphics card work
cooperatively to achieve enhanced power and performance.

Table 2-10. Switchable/Hybrid Graphics Support

Operating System Hybrid Graphics Switchable Graphics?

Windows* 10 (64 bit) Yes! N/A

Note:
1. Contact your graphics vendor to check for support.
2. Intel does not validate any SG configurations on Windows* 8.1 or Windows* 10.
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2.4.5

Gen 9 LP Video Analytics

Interfaces

There is HW assist for video analytics filters such as scaling, convolve 2D/1D, minmax,
1P filter, erode, dilate, centroid, motion estimation, flood fill, cross correlation, Local

Binary Pattern (LBP).

Figure 2-5. Video Analytics Common Use Cases

Usage Convolve
2D /1D

Face Detection

Face Expressions
Face Recognition
Face Tracking
Gesture Detection
Gesture Tracking
Scene Identification
2D to 3D Video
Object Detection
Object Tracking
Video Enhancement
Video Segmentation
Visual Search
Stereo

Superes

Motion |Floodfilll Cross LBP
Estimation Correlation |Creation

|

|

[

|

|

|

|

|
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2.4.6
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Gen 9 LP (9th Generation Low Power) Block Diagram

Figure 2-6. Gen 9 LP Block Diagram

2.4.7

Table 2-11.

®

| Video I-l | Video I-l
Encode Decode
T —TTTCouT T —pecoue
1 3D Pipeline |

1 General Purpose Pipeline

GT2 Graphic Frequency

GT2 Graphics Frequency (S-Processor Line)

GT Unslice + GT Unslice +

Segment GT Unslice 1 GT Slice 2 GT Slice

S-Processor Line - Hexa Core
with GT2

GT Max Dynamic frequency (Gt l(J{];:;:)eB?,r\]IY] B —
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2.5 Display Interfaces

2.5.1 DDI Configuration

The processor supports single eDP* interface and 2 or 3 DDI interfaces (depends on
segment).

Table 2-12. DDI Ports Availability

Ports Port name in VBT S-Processor Line?3
DDIO - eDP Port A Yes
DDI1 Port B Yes
DDI2 Port C Yes
DDI3 Port D Yes
DDI4 - eDP/VGA Port E Yes!

Notes:

1. For more information, see Section 2.5.2, “eDP* Bifurcation”

2. 3xDDC (DDPB, DDPC, DDPD) are valid for all the processor SKUs .

3. 5xHPD (PCH) inputs (eDP_HPD, DDPB_HPDO, DDPC_HPD1, DDPD_HPD2, DDPE_HPD3)
are valid for all processor SKUs.

4. VBT provides a configuration option to select the four AUX channels A/B/C/D for a given port,
based on how the aux channel lines are connected physically on the board.

e DDI interface can be configured as DisplayPort* or HDMI*.
e Each DDI can support dual mode (DP++).
e Each DDI can support DVI (DVI max resolution is 1920x1200 @ 60 Hz).

e The DisplayPort* can be configured to use 1, 2, or 4 lanes depending on the
bandwidth requirements and link data rate.

e DDI ports notated as: DDI B, C, D.

e S-Processor Line processors supports eDP and up to 3 DDI supporting DP/HDMI.

e AUX/DDC signals are valid for each DDI Port. (three for S-Processor Lines)

e Total Five dedicated HPD (Hot plug detect signals) are valid for all processor SKUs.

Note: SSC is supported in eDP*/DP for all Processor Lines.
Note: The processor platform supports DP Type-C implementation with additional discrete
components.
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2.5.2

eDP¥* Bifurcation

Table 2-13. VGA and Embedded DisplayPort* (eDP*) Bifurcation Summary

2.5.3

Port S-Processor Line
eDP - DDIA
Yes
(eDP lower x2 lanes, [1:0])
VGA - DDIE? 1
Yes
(DP upper x2 lanes, [3:2])

Notes:

1. Requires a DP to VGA converter.

2. DP-to-VGA converter on the processor ports is supported using external dongle only, display
driver software for VGA dongles which configures the VGA port as a DP branch device.

3. For example, DT SKUs can use eDP_AUX for VGA converter which is available as free Design
but HPD should be used as DDPE_HPD3.

Display Technologies

Table 2-14. Display Technologies Support

Technology Standard

eDP* 1.4 VESA* Embedded DisplayPort* Standard 1.4

VESA DisplayPort* Standard 1.2
DisplayPort* 1.2 | VESA DisplayPort* PHY Compliance Test Specification 1.2
VESA DisplayPort* Link Layer Compliance Test Specification 1.2

HDMI* 1.4! High-Definition Multimedia Interface Specification Version 1.4

Notes:
1. HDMI* 2.0/2.0a support is possible using LS-Pcon converter chip connected to the DP port. The LS-Pcon
supports 2 modes:
a. Level shifter for HDMI 1.4 resolutions.
b. DP-HDMI 2.0 protocol converter for HDMI 2.0 resolutions.

e The HDMI* interface supports HDMI with 3D, 4Kx2K @ 24 Hz, Deep Color, and
x.v.Color.

e The processor supports High-bandwidth Digital Content Protection (HDCP) for high
definition content playback over digital interfaces. HDCP is not supported for eDP.

e The processor supports eDP display authentication: Alternate Scrambler Seed
Reset (ASSR).

e The processor supports Multi-Stream Transport (MST), enabling multiple monitors
to be used via a single DisplayPort connector.

The maximum MST DP supported resolution for S-Processors is shown in the following
table.

Table 2-15. Display Resolutions and Link Bandwidth for Multi-Stream Transport

calculations (Sheet 1 of 2)

Pixels per line Lines RZ?;“?;L‘] Pi)l(:‘;: :zlc]mk Link[%abnpds\avidth
640 480 60 25.2 0.76
800 600 60 40 1.20
1024 768 60 65 1.95
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Table 2-15. Display Resolutions and Link Bandwidth for Multi-Stream Transport
calculations (Sheet 2 of 2)

. . . Refresh Pixel Clock Link Bandwidth
Pixels per line Lines Rate [Hz] [MHz] [Gbps]
1280 720 60 74.25 2.23
1280 768 60 68.25 2.05
1360 768 60 85.5 2.57
1280 1024 60 108 3.24
1400 1050 60 101 3.03
1680 1050 60 119 3.57
1920 1080 60 148.5 4.46
1920 1200 60 154 4.62
2048 1152 60 156.75 4.70
2048 1280 60 174.25 5.23
2048 1536 60 209.25 6.28
2304 1440 60 218.75 6.56
2560 1440 60 241.5 7.25
3840 2160 30 262.75 7.88
2560 1600 60 268.5 8.06
2880 1800 60 337.5 10.13
3200 2400 60 497.75 14.93
3840 2160 60 533.25 16.00
4096 2160 60 556.75 16.70
4096 2304 60 605 18.15
Notes:
1. All above is related to bit depth of 24.
2. The data rate for a given video mode can be calculated as: Data Rate = Pixel Frequency * Bit
Depth.
3. The bandwidth requirements for a given video mode can be calculated as:
Bandwidth = Data Rate * 1.25 (for 8B/10B coding overhead).
4. The Table above is partial List of the common Display resolutions, just for example.
The Link Bandwidth depends if the standards is Reduced Blanking or not.
If the Standard is Not reduced blanking - the expected Bandwidth will be higher.
For more details, refer to VESA and Industry Standards and Guidelines for Computer Display
Monitor Timing (DMT), Version 1.0, Rev. 13 February 8, 2013
5. To calculate the resolutions that can be supported in MST configurations, follow the below
guidelines:
a. Identify what is the Link Bandwidth (column right) according the requested Display
resolution.
b.  Summarize the Bandwidth for Two of three Displays accordingly, and make sure the final
result is below 21.6Gbps. (for HBR2, four lanes)
c.  For special cases when x2 lanes are used or HBR or RBR used, refer to the tables in
Section 2.5.14 accordingly.
For examples:
a. Docking Two displays: 3840x2160 @ 60 Hz + 1920x1200 @ 60 Hz = 16 + 4.62 =
20.62 Gbps [Supported]
b.  Docking Three Displays: 3840x2160 @ 30 Hz + 3840x2160 @ 30 Hz +
1920x1080 @ 60 Hz = 7.88 + 7.88 + 4.16 = 19.92 Gbps [Supported]
6. Consider also the supported resolutions as mentioned in Section 2.5.9 and Section 2.5.10.

e The processor supports only 3 streaming independent and simultaneous display
combinations of DisplayPort*/eDP*/HDMI/DVI monitors. In the case where 4
monitors are plugged in, the software policy will determine which 3 will be used.

e Three High Definition Audio streams over the digital display interfaces are
supported.
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e For display resolutions driving capability see Table 2-17, *Maximum Display

Resolution”.

®

e DisplayPort* Aux CH supported by the processor, while DDC channel, Panel power

sequencing, and HPD are supported through the PCH.

Figure 2-7. Processor Display Architecture (with 3 DDI ports as an example)

eDP »
»
Processor AUX
X2 eDP
eDP >
Transcoder
eDP x4 eDP
DP encoder 2Rl Or
eDP DP Timing, x2 eDP +x2 DP
» | Mux VDIP
> DPT,SRID
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Back light
modulation

Display is the presentation stage of graphics. This involves:

Pulling rendered data from memory

Converting raw data into pixels

Blending surfaces into a frame

Organizing pixels into frames

Optionally scaling the image to the desired size
Re-timing data for the intended target

Formatting data according to the port output standard
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2.5.4

Figure 2-8.

2.5.5
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DisplayPort*

The DisplayPort* is a digital communication interface that uses differential signaling to
achieve a high-bandwidth bus interface designed to support connections between PCs
and monitors, projectors, and TV displays.

A DisplayPort* consists of a Main Link, Auxiliary channel, and a Hot-Plug Detect signal.
The Main Link is a unidirectional, high-bandwidth, and low-latency channel used for
transport of isochronous data streams such as uncompressed video and audio. The
Auxiliary Channel (AUX CH) is a half-duplex bidirectional channel used for link
management and device control. The Hot-Plug Detect (HPD) signal serves as an
interrupt request for the sink device.

The processor is designed in accordance to VESA* DisplayPort* specification. Refer to
Table 2-14.

DisplayPort* Overview

purce Devi Main Link “%ink Devic%”
. (Isochronous Streams)

AUX CH
(Link/Device Managemet)

Hot-Plug Detect
(Interrupt Request)

High-Definition Multimedia Interface (HDMI*)

The High-Definition Multimedia Interface (HDMI*) is provided for transmitting
uncompressed digital audio and video signals from DVD players, set-top boxes, and
other audio-visual sources to television sets, projectors, and other video displays. It
can carry high-quality multi-channel audio data and all standard and high-definition
consumer electronics video formats. The HDMI display interface connecting the
processor and display devices uses transition minimized differential signaling (TMDS) to
carry audiovisual information through the same HDMI cable.

HDMI includes three separate communications channels: TMDS, DDC, and the optional
CEC (consumer electronics control). CEC is not supported on the processor. As shown in
the following figure, the HDMI cable carries four differential pairs that make up the
TMDS data and clock channels. These channels are used to carry video, audio, and
auxiliary data. In addition, HDMI carries a VESA DDC. The DDC is used by an HDMI
Source to determine the capabilities and characteristics of the Sink.

Audio, video, and auxiliary (control/status) data is transmitted across the three TMDS
data channels. The video pixel clock is transmitted on the TMDS clock channel and is
used by the receiver for data recovery on the three data channels. The digital display
data signals driven natively through the PCH are AC coupled and needs level shifting to
convert the AC coupled signals to the HDMI compliant digital signals.
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The processor HDMI interface is designed in accordance with the High-Definition
Multimedia Interface.

Figure 2-9. HDMI* Overview

2.5.6

2.5.7

2.5.8

TMDS Data Channel O
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TMDS Data Channel 2

Hot-Plug Detect

|
N

Display Data Channel (DDC

CEC Line (optional)

:
b
.

Digital Video Interface (DVI)

The processor Digital Ports can be configured to drive DVI-D. DVI uses TMDS for
transmitting data from the transmitter to the receiver, which is similar to the HDMI
protocol except for the audio and CEC. Refer to the HDMI section for more information
on the signals and data transmission. The digital display data signals driven natively
through the processor are AC coupled and need level shifting to convert the AC coupled
signals to the HDMI compliant digital signals.

embedded DisplayPort* (eDP¥*)

The embedded DisplayPort* (eDP*) is an embedded version of the DisplayPort
standard oriented towards applications such as notebook and All-In-One PCs. Like
DisplayPort, embedded DisplayPort* also consists of a Main Link, Auxiliary channel, and
an optional Hot-Plug Detect signal. eDP* can be bifurcated in order to support VGA
display.

Integrated Audio

e HDMI* and display port interfaces carry audio along with video.

e The processor supports 3 High Definition audio streams on 3 digital ports
simultaneously (the DMA controllers are in PCH).

e The integrated audio processing (DSP) is performed by the PCH, and delivered to
the processor using the AUDIO_SDI and AUDIO_CLK inputs pins.

e AUDIO_SDO output pin is used to carry responses back to the PCH
e Supports only the internal HDMI and DP CODECs.
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Table 2-16. Processor Supported Audio Formats over HDMI and DisplayPort*

Audio Formats HDMI* DisplayPort*

AC-3 Dolby* Digital Yes Yes
Dolby Digital Plus Yes Yes
DTS-HD* Yes Yes
LPCM, 192 kHz/24 bit, 8 Channel Yes Yes
Dolby TrueHD, DTS-HD Master Audio*

. . Yes Yes
(Lossless Blu-Ray Disc* Audio Format)

The processor will continue to support Silent stream. Silent stream is an integrated
audio feature that enables short audio streams, such as system events to be heard
over the HDMI* and DisplayPort* monitors. The processor supports silent streams over
the HDMI and DisplayPort interfaces at 44.1 kHz, 48 kHz, 88.2 kHz, 96 kHz, 176.4 kHz,
and 192 kHz sampling rates.

2.5.9 Multiple Display Configurations (Dual Channel DDR)

The following multiple display configuration modes are supported (with appropriate
driver software):

e Single Display is a mode with one display port activated to display the output to
one display device.

¢ Intel Display Clone is a mode with up to three display ports activated to drive the
display content of same color depth setting but potentially different refresh rate
and resolution settings to all the active display devices connected.

e Extended Desktop is a mode with up to three display ports activated to drive the
content with potentially different color depth, refresh rate, and resolution settings
on each of the active display devices connected.

The digital ports on the processor can be configured to support DisplayPort/HDMI/DVI.

The following table shows examples of valid three display configurations through the
processor.

Table 2-17. Maximum Display Resolution (Sheet 1 of 2)

Standard S-Processor Line Notes
eDP* 4096x2304 @ 60Hz, 24bpp 1,2,3,7
Dp* 4096x2304 @ 60Hz, 24bpp 1,2,3,7

%
H(Dnl\:iivel)A 4096x2160 @ 24 Hz, 24 bpp 1,2,3
(Vli-;DIT/ISI-sc.gn) 4096x2160 @ 60Hz, 24bpp 1,2,3,6
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Table 2-17. Maximum Display Resolution (Sheet 2 of 2)
Standard S-Processor Line Notes
Notes:
1. Maximum resolution is based on implementation of 4 lanes with HBR2 link data rate.
2. bpp - bit per pixel.
3.  S-Processor Line support up to 4 displays, but only three can be active at the same time.
4. The resolutions are assumed at max VCCgp.
5. In the case of connecting more than one active display port, the processor frequency may be lower than
base frequency at thermally limited scenario.
6. HDMI2.0 implemented using LSPCON device. Only one LSPCON with HDCP2.2 support is supported per
platform.
7. Display resolution of 5120x2880@60Hz can be supported with 5K panels displays which have two ports.
(with the GFX driver accordingly).
2.5.10 Multiple Display Configurations (Single Channel DDR)
Table 2-18. S -Processor Line Display Resolution Configuration

Minimum DDR speed [MT/s]

Maximum Resolution (Clone/ Extended mode)

DP @60Hz / HDMI DP @60Hz / HDMI

eDP @60Hz (Primary) @30Hz (Secondary 1) @30Hz (Secondary 2)

1866 2560 x 1440 4096 x 2304 4096 x 2304
2133 3840 x 2160 4096 x 2304 4096 x 2304
2400 3840 x 2160 4096 x 2304 4096 x 2304

2.5.11

Table 2-19.

High-bandwidth Digital Content Protection (HDCP)

HDCP is the technology for protecting high-definition content against unauthorized
copy or unreceptive between a source (computer, digital set top boxes, and so on) and
the sink (panels, monitor, and TVs). The processor supports HDCP 2.2 for 4k Premium
content protection over wired displays (HDMI*, DVI, and DisplayPort*).

The HDCP 2.2 keys are integrated into the processor and customers are not required to
physically configure or handle the keys. HDCP2.2 for HDMI2.0 is covered by the
LSPCON platform device.

Some minor difference will be between Integrated HDCP2.2 over HDMI1.4 compared to
the HDCP2.2 over LSPCON in HDMI1.4 Mode. Also, LSPCON is needed for HDMI 2.0a
which defines HDR over HDMI.

The HDCP 1.4 keys are integrated into the processor and customers are not required to
physically configure or handle the keys.

HDCP Display supported Implications Table (Sheet 1 of 2)

Topic

Revision | Resolution

HDCP Maximum HDCP

3
Solution? BPC Comments

HDR!

HDCP1.4 4K@60 No iHDCP 10 bit Legacy Integrated for HDCP1.4

DP

HDCP2.2 4K@60 Yes iHDCP 10 bit New Integrated for HDCP2.2
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Table 2-19. HDCP Display supported Implications Table (Sheet 2 of 2)

HDCP1.4 4K@30 No iHDCP 8 bit Legacy Integrated for HDCP1.4
HDMI1.4 HDCP2.2 4K@30 No LSPCON 8 bit LSPCON HDCP2.2 required

HDCP2.2 4K@30 No iHDCP* 8 bit New Integrated for HDCP2.2
HDMI2.0 HDCP2.2 4K@60 No LSPCON 12 bit (YUV 420) LSPCON HDCP2.2 required
HDMI2.0a HDCP2.2 4K@60 Yes LSPCON 12 bit (YUV 420) LSPCON HDCP2.2 required
Notes:

1. HDR - High Dynamic range feature expands the range of both contrast and color significantly, HDR will be supported on DP
and HDMI2.0a configuration only.
2. HDCP Solutions:
a. iHDCP - Intel Silicon Integrated HDCP

b. LSPCon - 3rd Party motherboard soldered down solution
3. BPC - Bits Per Channel.

4. HDMI1.4 with the Integrated HDCP2.2 solution will replace the LSPCON Solution at a later time.

2.5.12 Display Link Data Rate Support

Table 2-20. Display Link Data Rate Support

Technology Link Data Rate

RBR (1.62 GT/s)
2.16 GT/s
2.43 GT/s

HBR (2.7 GT/s)
3.24 GT/s
4.32 GT/s

HBR2 (5.4 GT/s)

RBR (1.62 GT/s)
HBR (2.7 GT/s)
HBR2 (5.4 GT/s)

1.65 Gb/s
2.97 Gb/s

eDP*

DisplayPort*

HDMI*

Table 2-21. Display Resolution and Link Rate Support

44

Resolution L;:I;::rtte High Definition
4096x2304 5.4 (HBR2) UHD (4K)
3840x2160 5.4 (HBR2) UHD (4K)
3200x2000 5.4 (HBR2) QHD+
3200x1800 5.4 (HBR2) QHD+
2880x1800 2.7 (HBR) QHD
2880x1620 2.7 (HBR) QHD
2560x1600 2.7 (HBR) QHD
2560x1440 2.7 (HBR) QHD
1920x1080 1.62 (RBR) FHD
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2.5.13 Display Bit Per Pixel (BPP) Support
Table 2-22. Display Bit Per Pixel (BPP) Support
Technology Bit Per Pixel (bpp)
eDP* 24,30,36
DisplayPort* 24,30,36
HDMI* 24,36
2.5.14 Display Resolution per Link Width
Table 2-23. Supported Resolutions! for HBR (2.7 Gbps) by Link Width
. . Max Link Bandwidth Max Pixel Clock .
Link Width [Gbps] (theoretical) [MHz] S-Processor Lines
4 lanes 10.8 360 2880x1800 @ 60 Hz, 24bpp
2 lanes 5.4 180 2048x1280 @ 60 Hz, 24bpp
1 lane 2.7 90 1280x960 @ 60 Hz, 24bpp
Notes:
1. The examples assumed 60 Hz refresh rate and 24 bpp.
Table 2-24. Supported Resolutions?! for HBR2 (5.4 Gbps) by Link Width
R - Max Link Bandwidth Max Pixel Clock .
Link Width [Gbps] (theoretical) [MHz] S-Processor Lines
See “Maximum Display
4 lanes 21.6 720 Resolutions” table
2 lanes 10.8 360 2880x1800 @ 60 Hz, 24bpp
1 lane 5.4 180 2048x1280 @ 60 Hz, 24bpp
Notes:
1. The examples assumed 60 Hz refresh rate and 24 bpp.
2.6 Platform Environmental Control Interface (PECI)
Note: PECI is an Intel proprietary interface that provides a communication channel between
Intel processors and external components like Super 10 (SIO) and Embedded
Controllers (EC) to provide processor temperature, Turbo, Configurable TDP, and
memory throttling control mechanisms and many other services. PECI is used for
platform thermal management and real time control and configuration of processor
features and performance.
2.6.1 PECI Bus Architecture

The PECI architecture is based on a wired OR bus that the clients (as processor PECI)
can pull up (with strong drive).

The idle state on the bus is near zero.

The following figures demonstrate PECI design and connectivity:
e PECI Host-Clients Connection: While the host/originator can be third party PECI

host and one of the PECI client is a processor PECI device.
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e PECI EC Connection.

Figure 2-10. Example for PECI Host-Clients Connection
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Figure 2-11. Example for PECI EC Connection
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This chapter provides a high-level description of Intel technologies implemented in the
processor.

The implementation of the features may vary between the processor SKUs.

Details on the different technologies of Intel processors and other relevant external
notes are located at the Intel technology web site: http://www.intel.com/technology/

Intel® Virtualization Technology (Intel® VT)

Intel® Virtualization Technology (Intel® VT) makes a single system appear as multiple
independent systems to software. This allows multiple, independent operating systems
to run simultaneously on a single system. Intel VT comprises technology components

to support virtualization of platforms based on Intel architecture microprocessors and

chipsets.

Intel Virtualization Technology (Intel VT) for IA-32, Intel 64 and Intel Architecture (Intel
VT-x) added hardware support in the processor to improve the virtualization
performance and robustness. Intel Virtualization Technology for Directed I/O (Intel VT-
d) extends Intel VT-x by adding hardware assisted support to improve I/O device
virtualization performance.

Intel VT-x specifications and functional descriptions are included in the Intel 64 and IA-
32 Architectures Software Developer’s Manual, Volume 3. Available at:

http://www.intel.com/products/processor/manuals/index.htm
The Intel VT-d specification and other VT documents can be referenced at:
http://www.intel.com/technology/virtualization/index.htm

https://sharedspaces.intel.com/sites/PCDC/SitePages/Ingredients/
ingredient.aspx?ing=VT

Intel® Virtualization Technology (Intel® VT) for IA-32,
Intel® 64 and Intel® Architecture (Intel® VT-X)

Intel® VT-x Objectives

Intel VT-x provides hardware acceleration for virtualization of IA platforms. Virtual
Machine Monitor (VMM) can use Intel VT-x features to provide an improved reliable
virtualized platform. By using Intel VT-x, a VMM is:

e Robust: VMMs no longer need to use para-virtualization or binary translation. This
means that VMMs will be able to run off-the-shelf operating systems and
applications without any special steps.

e Enhanced: Intel VT enables VMMs to run 64-bit guest operating systems on IA x86
processors.

e More reliable: Due to the hardware support, VMMs can now be smaller, less
complex, and more efficient. This improves reliability and availability and reduces
the potential for software conflicts.
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¢ More secure: The use of hardware transitions in the VMM strengthens the isolation
of VMs and further prevents corruption of one VM from affecting others on the
same system.

Intel® VT-x Key Features

The processor supports the following added new Intel VT-x features:

e Extended Page Table (EPT) Accessed and Dirty Bits

— EPT A/D bits enabled VMMs to efficiently implement memory management and
page classification algorithms to optimize VM memory operations, such as de-
fragmentation, paging, live migration, and check-pointing. Without hardware
support for EPT A/D bits, VMMs may need to emulate A/D bits by marking EPT
paging-structures as not-present or read-only, and incur the overhead of EPT
page-fault VM exits and associated software processing.

e EPTP (EPT pointer) switching
— EPTP switching is a specific VM function. EPTP switching allows guest software
(in VMX non-root operation, supported by EPT) to request a different EPT
paging-structure hierarchy. This is a feature by which software in VMX non-root
operation can request a change of EPTP without a VM exit. Software will be able
to choose among a set of potential EPTP values determined in advance by
software in VMX root operation.

e Pause loop exiting

— Support VMM schedulers seeking to determine when a virtual processor of a
multiprocessor virtual machine is not performing useful work. This situation
may occur when not all virtual processors of the virtual machine are currently
scheduled and when the virtual processor in question is in a loop involving the
PAUSE instruction. The new feature allows detection of such loops and is thus
called PAUSE-loop exiting.

The processor IA core supports the following Intel VT-x features:
e Mode based (XU/XS) EPT execute control - New Feature for this processor

— A new mode of EPT operation which enables different controls for executability
of GPA based on Guest specified mode (User/Supervisor) of linear address
translating to the GPA. When the mode is enabled, the executability of a GPA is
defined by two bits in EPT entry. One bit for accesses to user pages and other
one for accesses to supervisor pages.

— The new mode requires changes in VMCS, and EPT entries. VMCS includes a bit
“mode based EPT execute control” which is used to enable/disable the mode.
An additional bit in EPT entry is defined as “supervisor-execute access”; the
original execute control bit is considered as “user-execute access”. If the "mode
based EPT execute control” is disabled the additional bit is ignored and the
system works with one bit execute control for both user pages and supervisor
pages.

— Behavioral changes - Behavioral changes are across three areas:

¢ Access to GPA- If the "mode-based EPT execute control” VM-execution
control is 1, treatment of guest-physical accesses by instruction fetches
depends on the linear address from which an instruction is being fetched
1.If the translation of the linear address specifies user mode (the S bit
was set in every paging structure entry used to translate the linear
address), the resulting guest-physical address is executable under
EPT only if the XU bit (at position 2) is set in every EPT paging-
structure entry used to translate the guest-physical address.
2.If the translation of the linear address specifies supervisor mode (the
S bit was clear in at least one of the paging-structure entries used to
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translate the linear address), the resulting guest-physical address is
executable under EPT only if the XS bit is set in every EPT paging-
structure entry used to translate the guest-physical address
—The XU and XS bits are used only when translating linear
addresses for guest code fetches. They do not apply to guest
page walks, data accesses, or A/D-bit updates
e VMEntry - If the “activate secondary controls” and “mode-based EPT
execute control” VM-execution controls are both 1, VM entries ensure that
the “enable EPT” VM-execution control is 1. VM entry fails if this check
fails. When such a failure occurs, control is passed to the next instruction,
e VMEXit - The exit qualification due to EPT violation reports clearly
whether the violation was due to User mode access or supervisor mode
access.

— Capability Querying: IA32_VMX_PROCBASED_CTLS2 has bit to indicate the
capability, RDMSR can be used to read and query whether the processor
supports the capability or not.

Extended Page Tables (EPT)

— EPT is hardware assisted page table virtualization

— It eliminates VM exits from guest OS to the VMM for shadow page-table
maintenance

Virtual Processor IDs (VPID)

— Ability to assign a VM ID to tag processor IA core hardware structures (such as

TLBs)

— This avoids flushes on VM transitions to give a lower-cost VM transition time
and an overall reduction in virtualization overhead.

Guest Preemption Timer
— Mechanism for a VMM to preempt the execution of a guest OS after an amount
of time specified by the VMM. The VMM sets a timer value before entering a
guest
— The feature aids VMM developers in flexibility and Quality of Service (QoS)
guarantees

Descriptor-Table Exiting

— Descriptor-table exiting allows a VMM to protect a guest OS from internal
(malicious software based) attack by preventing relocation of key system data
structures like IDT (interrupt descriptor table), GDT (global descriptor table),
LDT (local descriptor table), and TSS (task segment selector).

— A VMM using this feature can intercept (by a VM exit) attempts to relocate
these data structures and prevent them from being tampered by malicious
software.

Intel® Virtualization Technology (Intel® VT) for Directed
I/0 (Intel® VT-d)

Intel® VT-d Objectives

The key Intel VT-d objectives are domain-based isolation and hardware-based
virtualization. A domain can be abstractly defined as an isolated environment in a
platform to which a subset of host physical memory is allocated. Intel VT-d provides
accelerated I/0 performance for a virtualized platform and provides software with the
following capabilities:

e I/0 device assignment and security: for flexibly assigning I/O devices to VMs and
extending the protection and isolation properties of VMs for I/O operations.
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e DMA remapping: for supporting independent address translations for Direct
Memory Accesses (DMA) from devices.

e Interrupt remapping: for supporting isolation and routing of interrupts from devices

and external interrupt controllers to appropriate VMs.

¢ Reliability: for recording and reporting to system software DMA and interrupt errors
that may otherwise corrupt memory or impact VM isolation.

Intel VT-d accomplishes address translation by associating transaction from a given I/0O
device to a translation table associated with the Guest to which the device is assigned.
It does this by means of the data structure in the following illustration. This table
creates an association between the device's PCI Express* Bus/Device/Function (B/D/F)
number and the base address of a translation table. This data structure is populated by
a VMM to map devices to translation tables in accordance with the device assignment
restrictions above, and to include a multi-level translation table (VT-d Table) that
contains Guest specific address translations.

Figure 3-1. Device to Domain Mapping Structures
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Intel VT-d functionality, often referred to as an Intel VT-d Engine, has typically been
implemented at or near a PCI Express* host bridge component of a computer system.
This might be in a chipset component or in the PCI Express functionality of a processor
with integrated I/0. When one such VT-d engine receives a PCI Express transaction
from a PCI Express bus, it uses the B/D/F number associated with the transaction to
search for an Intel VT-d translation table. In doing so, it uses the B/D/F number to
traverse the data structure shown in the above figure. If it finds a valid Intel VT-d table
in this data structure, it uses that table to translate the address provided on the PCI
Express bus. If it does not find a valid translation table for a given translation, this
results in an Intel VT-d fault. If Intel VT-d translation is required, the Intel VT-d engine
performs an N-level table walk.

For more information, refer to Intel Virtualization Technology for Directed 1I/0
Architecture Specification http://www.intel.com/content/dam/www/public/us/en/
documents/product-specifications/vt-directed-io-spec.pdf

Intel® VT-d Key Features

The processor supports the following Intel VT-d features:

e Memory controller and processor graphics comply with the Intel VT-d 2.1
Specification.

e Two Intel VT-d DMA remap engines.

— iGFX DMA remap engine

— Default DMA remap engine (covers all devices except iGFX)
e Support for root entry, context entry, and default context
e 39-bit guest physical address and host physical address widths
e Support for 4K page sizes only

e Support for register-based fault recording only (for single entry only) and support
for MSI interrupts for faults

e Support for both leaf and non-leaf caching
e Support for boot protection of default page table
e Support for non-caching of invalid page table entries

e Support for hardware based flushing of translated but pending writes and pending
reads, on IOTLB invalidation

e Support for Global, Domain specific and Page specific IOTLB invalidation
e MSI cycles (MemWr to address FEEx_xxxxh) not translated

— Translation faults result in cycle forwarding to VBIOS region (byte enables
masked for writes). Returned data may be bogus for internal agents, PEG/DMI
interfaces return unsupported request status

e Interrupt Remapping is supported
e Queued invalidation is supported
e Intel VT-d translation bypass address range is supported (Pass Through)

The processor supports the following added new Intel VT-d features:

e 4-level Intel VT-d Page walk - both default Intel VT-d engine as well as the IGD VT-
d engine are upgraded to support 4-level Intel VT-d tables (adjusted guest address
width of 48 bits)
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Note:

3.2
3.2.1

e Intel VT-d superpage - support of Intel VT-d superpage (2 MB, 1 GB) for default
Intel VT-d engine (that covers all devices except IGD)

IGD Intel VT-d engine does not support superpage and BIOS should disable
superpage in default Intel VT-d engine when iGfx is enabled.

Intel VT-d Technology may not be available on all SKUs.

Security Technologies

Intel® Trusted Execution Technology (Intel® TXT)

Intel® Trusted Execution Technology (Intel® TXT) defines platform-level enhancements
that provide the building blocks for creating trusted platforms.

The Intel TXT platform helps to provide the authenticity of the controlling environment
such that those wishing to rely on the platform can make an appropriate trust decision.
The Intel TXT platform determines the identity of the controlling environment by
accurately measuring and verifying the controlling software.

Another aspect of the trust decision is the ability of the platform to resist attempts to
change the controlling environment. The Intel TXT platform will resist attempts by
software processes to change the controlling environment or bypass the bounds set by
the controlling environment.

Intel TXT is a set of extensions designed to provide a measured and controlled launch
of system software that will then establish a protected environment for itself and any
additional software that it may execute.

These extensions enhance two areas:
e The launching of the Measured Launched Environment (MLE).
e The protection of the MLE from potential corruption.
The enhanced platform provides these launch and control interfaces using Safer Mode
Extensions (SMX).
The SMX interface includes the following functions:
e Measured/Verified launch of the MLE.

e Mechanisms to ensure the above measurement is protected and stored in a secure
location.

e Protection mechanisms that allow the MLE to control attempts to modify itself.

The processor also offers additional enhancements to System Management Mode
(SMM) architecture for enhanced security and performance. The processor provides
new MSRs to:

e Enable a second SMM range

e Enable SMM code execution range checking

e Select whether SMM Save State is to be written to legacy SMRAM or to MSRs

e Determine if a thread is going to be delayed entering SMM

e Determine if a thread is blocked from entering SMM

e Targeted SMI, enable/disable threads from responding to SMIs, both VLWs and IPI
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For the above features, BIOS should test the associated capability bit before attempting
to access any of the above registers.

For more information, refer to the Inte/® Trusted Execution Technology Measured
Launched Environment Programming Guide

Intel TXT Technology may not be available on all SKUs.

Intel® Advanced Encryption Standard New Instructions
(Intel® AES-NI)

The processor supports Intel Advanced Encryption Standard New Instructions (Intel
AES-NI) that are a set of Single Instruction Multiple Data (SIMD) instructions that
enable fast and secure data encryption and decryption based on the Advanced
Encryption Standard (AES). Intel AES-NI are valuable for a wide range of cryptographic
applications, such as applications that perform bulk encryption/decryption,
authentication, random number generation, and authenticated encryption. AES is
broadly accepted as the standard for both government and industry applications, and is
widely deployed in various protocols.

Intel AES-NI consists of six Intel SSE instructions. Four instructions, AESENC,
AESENCLAST, AESDEC, and AESDELAST facilitate high performance AES encryption and
decryption. The other two, AESIMC and AESKEYGENASSIST, support the AES key
expansion procedure. Together, these instructions provide full hardware for supporting
AES; offering security, high performance, and a great deal of flexibility.

Intel AES-NI Technology may not be available on all SKUs.

PCLMULQDQ (Perform Carry-Less Multiplication Quad
word) Instruction

The processor supports the carry-less multiplication instruction, PCLMULQDQ.
PCLMULQDQ is a Single Instruction Multiple Data (SIMD) instruction that computes the
128-bit carry-less multiplication of two 64-bit operands without generating and
propagating carries. Carry-less multiplication is an essential processing component of
several cryptographic systems and standards. Hence, accelerating carry-less
multiplication can significantly contribute to achieving high speed secure computing
and communication.

Intel® Secure Key

The processor supports Intel Secure Key (formerly known as Digital Random Number
Generator (DRNG)), a software visible random number generation mechanism
supported by a high quality entropy source. This capability is available to programmers
through the RDRAND instruction. The resultant random number generation capability is
designed to comply with existing industry standards in this regard (ANSI X9.82 and
NIST SP 800-90).

Some possible usages of the RDRAND instruction include cryptographic key generation

as used in a variety of applications, including communication, digital signatures, secure
storage, and so on.
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3.2.5

3.2.6

3.2.7

3.2.8

Execute Disable Bit

The Execute Disable Bit allows memory to be marked as non executable when
combined with a supporting operating system. If code attempts to run in non-
executable memory, the processor raises an error to the operating system. This feature
can prevent some classes of viruses or worms that exploit buffer overrun vulnerabilities
and can, thus, help improve the overall security of the system.

See the Intel 64 and IA-32 Architectures Software Developer's Manuals for more
detailed information.

Boot Guard Technology

Boot Guard technology is a part of boot integrity protection technology. Boot Guard can
help protect the platform boot integrity by preventing execution of unauthorized boot
blocks. With Boot Guard, platform manufacturers can create boot policies such that
invocation of an unauthorized (or untrusted) boot block will trigger the platform
protection per the manufacturer's defined policy.

With verification based in the hardware, Boot Guard extends the trust boundary of the
platform boot process down to the hardware level.

Boot Guard accomplishes this by:

¢ Providing of hardware-based Static Root of Trust for Measurement (S-RTM) and the
Root of Trust for Verification (RTV) using Intel architectural components.

e Providing of architectural definition for platform manufacturer Boot Policy.

e Enforcing of manufacture provided Boot Policy using Intel architectural
components.

Benefits of this protection is that Boot Guard can help maintain platform integrity by
preventing re-purposing of the manufacturer’s hardware to run an unauthorized
software stack.

Intel® Supervisor Mode Execution Protection (SMEP)

Intel® Supervisor Mode Execution Protection (SMEP) is a mechanism that provides the
next level of system protection by blocking malicious software attacks from user mode
code when the system is running in the highest privilege level. This technology helps to
protect from virus attacks and unwanted code from harming the system. For more
information, refer to Inte/® 64 and IA-32 Architectures Software Developer's Manual,
Volume 3A at: http://www.intel.com/Assets/PDF/manual/253668.pdf

Intel® Supervisor Mode Access Protection (SMAP)

Intel® Supervisor Mode Access Protection (SMAP) is a mechanism that provides next
level of system protection by blocking a malicious user from tricking the operating
system into branching off user data. This technology shuts down very popular attack
vectors against operating systems.

For more information, refer to the Inte/ ® 64 and IA-32 Architectures Software
Developer's Manual, Volume 3A: http://www.intel.com/Assets/PDF/manual/253668.pdf
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Intel® Memory Protection Extensions (Intel® MPX)

Intel® MPX provides hardware accelerated mechanism for memory testing (heap and
stack) buffer boundaries in order to identify buffer overflow attacks.

An Intel MPX enabled compiler inserts new instructions that tests memory boundaries
prior to a buffer access. Other Intel MPX commands are used to modify a database of
memory regions used by the boundary checker instructions.

The Intel MPX ISA is designed for backward compatibility and will be treated as no-
operation instructions (NOPs) on older processors.
Intel MPX can be used for:

¢ Efficient runtime memory boundary checks for security-sensitive portions of the
application.

e As part of a memory checker tool for finding difficult memory access errors. Intel
MPX is significantly of magnitude faster than software implementations.

Intel MPX emulation (without hardware acceleration) is available with the Intel C++
Compiler 13.0 or newer.

For more information, refer to the Intel MPX documentation.

Intel® Software Guard Extensions (Intel® SGX)

Intel® Software Guard Extensions (Intel® SGX) is a processor enhancement designed
to help protect application integrity and confidentiality of secrets and withstands
software and certain hardware attacks.

Intel® Software Guard Extensions (Intel® SGX) architecture provides the capability to
create isolated execution environments named Enclaves that operate from a protected
region of memory.

Enclave code can be accessed using new special ISA commands that jump into per
Enclave predefined addresses. Data within an Enclave can only be accessed from that
same Enclave code.

The latter security statements hold under all privilege levels including supervisor mode
(ring-0), System Management Mode (SMM) and other Enclaves.

Intel® SGX features a memory encryption engine that both encrypt Enclave memory as
well as protect it from corruption and replay attacks.
Intel® SGX benefits over alternative Trusted Execution Environments (TEEs) are:

e Enclaves are written using C/C++ using industry standard build tools.

¢ High processing power as they run on the processor.

¢ Large amount of memory are available as well as non-volatile storage (such as disk
drives).

e Simple to maintain and debug using standard IDEs (Integrated Development
Environment)

e Scalable to a larger number of applications and vendors running concurrently

e Allow Launch Enclaves other than the one currently provided by Intel.
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e Supported protected memory sizes:
— Supports 32, 64 and 128MB.

For more information, refer to the Intel® SGX website at:
https://software.intel.com/en-us/sgx

Intel® SGX specifications and functional descriptions are included in the Inte/® 64
Architectures Software Developer’s Manual, Volume 3. Available at:

http://www.intel.com/products/processor/manuals

Intel® Virtualization Technology (Intel® VT) for Directed
I/0 (Intel® VvT-d)

Refer to Section 3.1.2 Intel VT-d for detail.

Power and Performance Technologies

Intel® Hyper-Threading Technology (Intel® HT
Technology)

The processor supports Intel® Hyper-Threading Technology (Intel® HT Technology)
that allows an execution processor IA core to function as two logical processors. While
some execution resources such as caches, execution units, and buses are shared, each
logical processor has its own architectural state with its own set of general-purpose
registers and control registers. This feature should be enabled using the BIOS and
requires operating system support.

Intel HT Technology may not be available on all SKUs.

Intel® Turbo Boost Technology 2.0

The Intel® Turbo Boost Technology 2.0 allows the processor IA core / processor
graphics core to opportunistically and automatically run faster than the processor IA
core base frequency / processor graphics base frequency if it is operating below power,
temperature, and current limits. The Intel Turbo Boost Technology 2.0 feature is
designed to increase performance of both multi-threaded and single-threaded
workloads.

Compared with previous generation products, Intel Turbo Boost Technology 2.0 will
increase the ratio of application power towards TDP and also allows to increase power
above TDP as high as PL2 for short periods of time. Thus, thermal solutions and
platform cooling that are designed to less than thermal design guidance might
experience thermal and performance issues since more applications will tend to run at
the maximum power limit for significant periods of time.

Intel Turbo Boost Technology 2.0 may not be available on all SKUs.
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Intel® Turbo Boost Technology 2.0 Frequency

To determine the highest performance frequency amongst active processor IA cores,
the processor takes the following into consideration:

e The number of processor IA cores operating in the CO state.
e The estimated processor IA core current consumption and Iccmax register settings.

e The estimated package prior and present power consumption and turbo power
limits.

e The package temperature.

e Sustained turbo residencies at high voltages and temperature.

Any of these factors can affect the maximum frequency for a given workload. If the
power, current, Voltage or thermal limit is reached, the processor will automatically
reduce the frequency to stay within the PL1 value. Turbo processor frequencies are only
active if the operating system is requesting the PO state. If turbo frequencies are
limited the cause is logged in IA_PERF_LIMIT_REASONS register. For more information
on P-states and C-states, refer Chapter 4, "Power Management”.

Intel® Advanced Vector Extensions 2 (Intel® AVX2)

Intel® Advanced Vector Extensions 2.0 (Intel® AVX2) is the latest expansion of the
Intel instruction set. Intel AVX2 extends the Intel Advanced Vector Extensions (Intel
AVX) with 256-bit integer instructions, floating-point fused multiply add (FMA)
instructions, and gather operations. The 256-bit integer vectors benefit math, codec,
image, and digital signal processing software. FMA improves performance in face
detection, professional imaging, and high performance computing. Gather operations
increase vectorization opportunities for many applications. In addition to the vector
extensions, this generation of Intel processors adds new bit manipulation instructions
useful in compression, encryption, and general purpose software.

For more information on Intel AVX, see http://www.intel.com/software/avx

Intel Advanced Vector Extensions (Intel AVX) are designed to achieve higher
throughput to certain integer and floating point operation. Due to varying processor
power characteristics, utilizing AVX instructions may cause a) parts to operate below
the base frequency b) some parts with Intel Turbo Boost Technology 2.0 to not achieve
any or maximum turbo frequencies. Performance varies depending on hardware,
software and system configuration and you should consult your system manufacturer
for more information. Intel Advanced Vector Extensions refers to Intel AVX, Intel AVX2
or Intel AVX-512.

For more information on Intel AVX, see http://www-ssl.intel.com/content/www/us/en/
architecture-and-technology/turbo-boost/turbo-boost-technology.html

Intel AVX2 Technology may not be available on all SKUs.
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3.3.4 Intel® 64 Architecture x2APIC

The x2APIC architecture extends the xAPIC architecture that provides key mechanisms
for interrupt delivery. This extension is primarily intended to increase processor
addressability.

Specifically, x2APIC:
¢ Retains all key elements of compatibility to the xAPIC architecture:

— Delivery modes

— Interrupt and processor priorities
— Interrupt sources

— Interrupt destination types

e Provides extensions to scale processor addressability for both the logical and
physical destination modes

¢ Adds new features to enhance performance of interrupt delivery

e Reduces complexity of logical destination mode interrupt delivery on link based
architectures

The key enhancements provided by the x2APIC architecture over xAPIC are the
following:

e Support for two modes of operation to provide backward compatibility and
extensibility for future platform innovations:

— In xAPIC compatibility mode, APIC registers are accessed through memory
mapped interface to a 4K-Byte page, identical to the xAPIC architecture.

— In x2APIC mode, APIC registers are accessed through Model Specific Register
(MSR) interfaces. In this mode, the x2APIC architecture provides significantly
increased processor addressability and some enhancements on interrupt
delivery.

e Increased range of processor addressability in x2APIC mode:

— Physical xAPIC ID field increases from 8 bits to 32 bits, allowing for interrupt
processor addressability up to 4G-1 processors in physical destination mode. A
processor implementation of x2APIC architecture can support fewer than 32-
bits in a software transparent fashion.

— Logical xAPIC ID field increases from 8 bits to 32 bits. The 32-bit logical x2APIC
ID is partitioned into two sub-fields — a 16-bit cluster ID and a 16-bit logical ID
within the cluster. Consequently, ((2720) - 16) processors can be addressed in
logical destination mode. Processor implementations can support fewer than
16 bits in the cluster ID sub-field and logical ID sub-field in a software agnostic
fashion.

e More efficient MSR interface to access APIC registers:

— To enhance inter-processor and self-directed interrupt delivery as well as the
ability to virtualize the local APIC, the APIC register set can be accessed only
through MSR-based interfaces in x2APIC mode. The Memory Mapped IO
(MMIO) interface used by XAPIC is not supported in x2APIC mode.

e The semantics for accessing APIC registers have been revised to simplify the
programming of frequently-used APIC registers by system software. Specifically,
the software semantics for using the Interrupt Command Register (ICR) and End Of
Interrupt (EOI) registers have been modified to allow for more efficient delivery
and dispatching of interrupts.
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e The x2APIC extensions are made available to system software by enabling the local
X2APIC unit in the "x2APIC"” mode. To benefit from x2APIC capabilities, a new
operating system and a new BIOS are both needed, with special support for x2APIC
mode.

e The x2APIC architecture provides backward compatibility to the xAPIC architecture
and forward extendible for future Intel platform innovations.

Note: Intel x2APIC Technology may not be available on all SKUs.

For more information, see the Intel® 64 Architecture x2APIC Specification at http://
www.intel.com/products/processor/manuals/.

3.3.5 Power Aware Interrupt Routing (PAIR)

The processor includes enhanced power-performance technology that routes interrupts
to threads or processor IA cores based on their sleep states. As an example, for energy
savings, it routes the interrupt to the active processor IA cores without waking the
deep idle processor IA cores. For performance, it routes the interrupt to the idle (C1)
processor IA cores without interrupting the already heavily loaded processor IA cores.
This enhancement is mostly beneficial for high-interrupt scenarios like Gigabit LAN,
WLAN peripherals, and so on.

3.3.6 Intel® Transactional Synchronization Extensions
(Intel® TSX-NI)

Intel® Transactional Synchronization Extensions (Intel® TSX-NI) provides a set of
instruction set extensions that allow programmers to specify regions of code for
transactional synchronization. Programmers can use these extensions to achieve the
performance of fine-grain locking while actually programming using coarse-grain locks.
Details on Intel TSX-NI may be found in Inte/® Architecture Instruction Set Extensions
Programming Reference.

Note: Intel TSX-NI may not be available on all SKUs.
3.4 Debug Technologies
3.4.1 Intel® Processor Trace

Intel® Processor Trace (Intel® PT) is a new tracing capability added to Intel
Architecture, for use in software debug and profiling. Intel PT provides the capability for
more precise software control flow and timing information, with limited impact to
software execution. This provides enhanced ability to debug software crashes, hangs,
or other anomalies, as well as responsiveness and short-duration performance issues.

Intel VTune™ Amplifier for Systems and the Intel System Debugger are part of Intel
System Studio 2015, which includes updates for new debug and trace features on this
latest platform, including Intel PT and Intel Trace Hub.
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4. Power Management

This chapter provides information on the following power management topics:
e Advanced Configuration and Power Interface (ACPI) States
¢ Processor IA Core Power Management
e Integrated Memory Controller (IMC) Power Management
e PCI Express* Power Management
¢ Direct Media Interface (DMI) Power Management

e Processor Graphics Power Management
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Figure 4-1.

Power Management
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Figure 4-2. Proce